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Abstract

A beam phase control system comprises digital phase
detectors and band pass filters to detect coherent longitu-
dinal dipole and higher order bunch oscillations. These
digital signal processing functions can be implemented in
several ways, e. g. in software or on a programmable logic
device. In this paper, we consider different possible imple-
mentations and compare them in terms of their real-time
performance and their system resource consumption. For
the phase detectors, a software implementation is compared
against different hardware implementations. For the band
pass filters, different possible architectures are considered.

BEAM PHASE CONTROL

Longitudinal oscillations in synchrotrons may occur due
to an initial energy mismatch or may be excited by dis-
continuities in the input ramps, by wake fields, etc. These
oscillations can be characterized by two mode numbers m
and n [1]. In order to eliminate undesired dipole oscilla-
tions (m = 1, n = 0), a beam phase control (BPC) system
has been proposed for the SIS100 synchrotron under con-
struction at GSI [1].

The inputs to the BPC system are the signal of a beam
position monitor, which is proportional to the beam cur-
rent, and a low-level signal proportional to the RF voltage
across the gap of a reference cavity. An analog preprocess-
ing stage [2] that includes low-pass filters reduce the wide-
band beam signal to a narrow-band signal at the harmonic
frequency. Two RF phase detectors are used to determine
the phase of each of those signals with respect to a com-
mon, arbitrary reference signal. The difference between
both phases is the phase of the bunch center of gravity with
respect to the RF voltage. A frequency-variable comb filter
[3] is then used to extract the component at the character-
istic synchrotron frequency from the phase difference; this
component corresponds to longitudinal dipole oscillations.
In the future, the magnitude of the beam signal will also
be detected and a filter tuned to twice the synchrotron fre-
quency will be used to identify quadrupole oscillations [4].

A system-level overview is shown in Fig. 1, and a block
diagram of the digital signal processing blocks involved is
shown in Fig. 2. In the following, we will focus on the
phase detector and band-pass filter blocks.
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Figure 1: System level block diagram.

Figure 2: Signal processing block diagram.

PHASE DETECTORS
The analog preprocessing mentioned previously mixes

the (variable-frequency) input signals to a fixed intermedi-
ate frequency (IF) and makes sure that the phase detector
receives exactly 4 samples per IF period [2]. Assuming
the phase ϕ of the input signals with respect to the refer-
ence is constant (or changes very little) during one IF pe-
riod, 4 subsequent samples s1,2,3,4 correspond to +x̂ sinϕ,
+x̂ cosϕ, −x̂ sinϕ, −x̂ cosϕ, where x̂ is the amplitude of
the input signal. An inphase/quadrature (IQ) phase detector
can be used to compute

i =
s1 − s3

2
, (1)

q =
s2 − s4

2
, (2)

ϕ = arctan
q

i
. (3)

The arctan function is not available on many simple dig-
ital signal processors (DSPs). Different possible approx-
imations exist. In order to fairly compare them to each
other, we subjected each implementation to the same in-
puts. The desired result is shown in Fig. 3 and corresponds
to the expected beam phase in the SIS100 synchrotron dur-
ing an 238U28+ acceleration cycle. The individual approx-
imations investigated are described in the remainder of this
section. Table 1 compares them in terms of their maximum
absolute error, mean absolute error and standard deviation
vs. the expected result (computed using MATLAB), and
Table 2 compares the hardware implementations in terms
of their resource consumption.
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Figure 3: Phase detector test input.

Table 1: Error of Different Phase Detectors

Implementation Max. Mean Std. Dev.

DSP software 0.280◦ 0.094◦ 0.081◦

1024× 12 bit LUT 0.0654◦ 0.0302◦ 0.0150◦

16-stage CORDIC 0.0274◦ 0.0051◦ 0.0038◦

Software Implementation
In early versions of the phase detector [2], the following

approximation formula was used:

arctanx ≈ x

1 + 0.28 · x2
(4)

for |x| ≤ 1. The DSP (a TI TMS320C6713 [2] at
225MHz) requires 230 cycles (about 1µs) to compute the
phase difference between both inputs. A maximum sam-
pling rate of 3.91 MS

s could be sustained.

Hardware Implementation
Running the filter on the same DSP as the phase detector

would not have been possible due to its limited comput-
ing power. It was therefore decided to offload the phase
detector into a field-programmable gate array (FPGA). All
hardware implementations use 16 bit integer arithmetic.

Look-Up-Table The initial implementation [5] used a
look-up table (LUT). The quotient q

i is computed using a
pipelined divider and used as an index into a LUT of pre-
computed values of arctan. This architecture can sustain a
maximum sampling rate of about 150 MS

s [5].

Coordinate Rotation Digital Computer The LUT-
based implementation was replaced by the well-known

Table 2: FPGA Footprint of Different Phase Detectors

Implementation Slices Flipflops LUTs

1024× 12 bit LUT 878 910 1,026
16 bit, 16-stage CORDIC 478 788 792

CORDIC algorithm [6] in order to improve accuracy and
reduce resource consumption [7]. This architecture can
sustain a maximum sampling rate of about 169 MS

s . The
CORDIC algorithm has the added advantage of simultane-
ously computing the magnitude of each input signal. This
enables the detection of longitudinal quadrupole oscilla-
tions of the beam [4].

BAND PASS FILTER
The computed phase difference is fed into a band-pass

filter in order to detect oscillations at the synchrotron fre-
quency (dipole oscillations) or integer harmonics thereof
(quadrupole, sextupole, . . . oscillations). The synchrotron
frequency can vary from a few Hz to a few kHz, i. e.
it is highly variable but much smaller than the sampling
frequency. This necessitates a very large sample memory
(16,384 samples) and it was decided to use a sparse coef-
ficient vector (at most 64 nonzero taps) [3, 8]. The output
y is computed from the current input x0 and past inputs
x1, . . . , xN−1 as

yk = a · yk−1 + g ·
64∑
j=1

bj · xdj , (5)

where a is a feedback factor selecting between FIR (a = 0)
and IIR (a 6= 0) operation, g is the filter gain, bj is the
j-th nonzero coefficient and dj is the position of the j-th
nonzero coefficient in the coefficient vector.

Typically, only 3 nonzero coefficients are used (b0 = 1,
b1 = −2, b2 = 1). They are equally spaced (d0 = 0,
d1 = d, d2 = 2 · d) and the tap distance is

d = (2 · fC · TS)−1
, (6)

where fC is the desired center frequency and TS is the sam-
pling interval.

An iterative implementation of the filter consumes 3,874
FPGA slices and can sustain a data rate of 1.56 MS

s [8].
Pipelined implementations can sustain higher data rates (up
to 100 MS

s ) at the expense of FPGA resources. Note that
the phase detectors consume 4 successive input samples to
compute one phase value, so the input data rate of the filter
is only 1

4 of the phase detector’s input data rate.
Table 3 (taken from [8]) compares different possible fil-

ter implementations in terms of their FPGA footprint.

CONCLUSIONS AND FUTURE WORK
A frequency offset is computed from the filter output and

added to the RF frequency in order to dampen any longi-
tudinal oscillations. This frequency offset is sent from the
controller to the synthesizer generating the RF frequency
over an optical direct link [9]. The maximum data rate of
this link is 40 Mbit

s and the packet length is 55 bit. Each
packet contains one frequency value. The maximum data
rate at the filter output is therefore limited to 728 kS

s ; oth-
erwise, the optical link would be overloaded. This, in turn,
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Table 3: FPGA Footprint of Different Filter Architectures
[8]

Implementation Slices RAM Blocks Multipliers

64-stage pipeline 4,826 16 56
32-stage pipeline 4,770 16 32
16-stage pipeline 4,760 16 16
8-stage pipeline 4,769 16 8
4-stage pipeline 4,528 16 4

iterative 3,874 16 1

limits the maximum data rate of the phase detectors to
2.91 MS

s . Any of the investigated implementations is ca-
pable of this data rate; however, the used DSP cannot run
the phase detectors and the filter at the same time. There-
fore, the limiting factor is the communication link, and con-
trary to previous publications [8], an improvement of the
throughput of the signal processing hardware is uncalled
for.

The actual data processing takes little time (well below
2µs with any combination of implementations) compared
to the total delay including data transmission (about 10µs
[1]), so the computational latency is also not an issue.

All investigated implementations are sufficiently accu-
rate; the maximum error is well below the accuracy achiev-
able in practice (about 1◦ due to noise). Again, contrary
to previous publications [10, 11], an improvement of the
accuracy is uncalled for.

We conclude that future work should concentrate on
minimizing the hardware resource consumption in order to
be able to offload more functionality onto the existing de-
vice.
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