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Abstract
With high intensity beams, a precise measurement and

effective correction of the betatron coupling is essential for
the performance of the Large Hadron Collider (LHC). In
order to measure this parameter, the LHC transverse damper
(ADT), used as an AC dipole, will provide the necessary
beam excitation. The beam oscillations will be recorded by
the Beam Position Monitors and transmitted to dedicated
analysis software. We set up the project with a 3-layer soft-
ware architecture: The central part is a Java server, orches-
trating the different actors: The Graphical User Interface,
the control and triggering of the ADT AC dipole, the BPMs,
the oscillation analysis (partly in Python), and finally the
transmission of the correction values. The whole system
was developed in a team using Scrum, an iterative and in-
cremental agile software development framework. In this
paper we present an overview of the system, experience from
machine development and commissioning as well as how
scrum helped us to achieve our goals. Improvement and
re-use of the architecture with a nice decoupling between
data acquisition and data analysis are also briefly discussed.

INTRODUCTION
A proper tune control requires a machine coupling which

is significantly smaller than the tune separation. |C − |,
the complex coupling coefficient corresponds physically to
closest approach of the 2 tunes, Qx andQy . For the LHC this
requirement yields an operational tolerance for the global
machine coupling of |C − | � 0.03 for injection optics and
|C − | � 0.003 for collision optics [1,2]. The tune feedback,
an essential feature for the beam stability, requires that the
coupling is as low as possible. Otherwise it is impossible to
correct the horizontal and vertical tune independently as a
correction in one plane will also influence on the other. The
transverse coupling has furthermore been linked to cause
instabilities and the reduction of dynamic aperture [3].

MEASURING TRANSVERSE COUPLING
The method to measure transverse coupling described in

this article is to excite the beam with the transverse damper
(ADT) used as an AC dipole and record the beam position
during 6600 turns. This leads to a coherent beam motion
close to the betatron frequency. Unlike kickers, an AC dipole
excitation can produce a sustained coherent motion with neg-
ligible emittance growth. For that reason, this became the
preferred mode of excitation for such kind of measurements
in the LHC. Turn-by-turn position data of the excited mo-
tion from beam position monitors (BPMs) allows prompt
measurements of optics parameters. Coupling Resonance

Driving Terms (CRDT) due to skew quadrupole fields can
be determined from corresponding spectral components of
the turn by-turn position [4–6]. The benefit of using the
ADT to excite the beam is that it enables a well controlled
excitation of an individual bunch(es), while the traditional
AC dipole would excite all bunches in the machine [7, 8].

Figure 1: Old manual application.

MOTIVATION FOR NEW SOFTWARE
Before the described software was put in operation, there

were essentially 3 methods to measure the coupling in the
LHC:

• The first one was a lengthy process of trial with the
2 knobs controlling the coupling correction (real and
imaginary part) trying to find a minimum in |C−|. This
has to be done for the 2 beams individually (Fig. 1).
Also, the operational measurement of |C − | is not
reliable in all machine configurations.

• In 2016 operation, a software taking advantage of the
injection oscillations was used. This approach was
intrinsically limited to corrections at injection energy
and required a dump and re-injection of low-intensity
bunch for each measurement.

• An expert tool was used by the optics team to mea-
sure optic parameters, including the coupling, using
the LHC AC dipole. However, for machine protec-
tion reasons, powering the AC dipole is restricted to
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low-intensity beams and thus was only used during
dedicated optics measurement machine cycles in the
beginning of the run.

None of those methods was perfect, essentially because
they required too much time or were too complex to use. The
essential motivation was to correct efficiently the coupling
throughout the full LHC machine cycle in a minimum of
time.

SOFTWARE DESIGN
The aim of this new software is to simplify the measure-

ment process by allowing the different actors to work to-
gether under the supervision of a central server. Different
technologies and languages were used. In particular the top
layer of the LHC control system is based on Java, while the
existing data analysis scripts for LHC optics measurement
and correction [9] were implemented in Python (Fig. 2).

LHC coupling
server

LHC Coupling GuiADT
AC Dipole

LHC Coupling
Analysis Service

Bpm
concentrator

LHC Software
Architecture

RMI
JMS

JAPC
CMW

RMI
JAPC

gRpc

RMI
JAPC

Figure 2: overview of the new coupling software architecture
(green: Java, blue: Python red: Fesa)

MEASUREMENT FLOW
The system operates as shown in Fig. 3:

• The operator enters the desired parameters for the mea-
surement (the natural tune, the offset between the tune
and the excitation, the position of the bunch to be ex-
cited and the excitation amplitude) and triggers the
measurement.

• The timing system then triggers the ADT excitation and
the recording of the BPMs.

• When the BPM acquisition finishes, the data is sent to
the Python analysis service to compute the coupling
corrections.

• The Python analysis service returns the measured cou-
pling and proposed corrections for both beams. This
data is forwarded by the Java server to the GUI.

• The operator can decide to apply the proposed cor-
rection (or a modification thereof) by trimming the
coupling correction knobs.

LHC coupling
server

LHC Coupling
GUI

ADT
AC Dipole

Bpm
concentrator

LHC Coupling
Analysis Service

LHC Software
Architecture

1. Measurement
Trigger

2. Orbit
Excitation

3. Oscillation
Response

4. Coupling
Correction
Analysis

5. Correction
Trim

Figure 3: Overview of measurement and analysis process.

SOFTWARE COMPONENTS
Graphical User Interface

The GUI is used to interact with the operations crew. The
natural tunes, the tune offsets, the bunch to excite and the
amplitude are set via the application. The bunches present
in the machine are either set automatically or overwritten
by the user. After this input is provided, the user can trigger
a measurement. The progression of the measurement and
the proposed corrections are shown afterwards. Finally, an
interface to send the corrections to the hardware is also
available. The GUI uses small GUI-composition framework
(MiniFx), developed by the LHC operational software team
(Fig. 4).

Figure 4: Graphical User Interface

LHC Coupling Server
The server orchestrates the various actions: it avoids that

multiple measurements are launched at the same time and
keeps track of the progress of each measurement. It uses
timing events to trigger different actions. The server can be
run in “demo” mode to allow e.g. testing the GUI part or
running the analysis part on historical data without actually
accessing the LHC hardware. To integrate the various dis-
similar modules and systems, it uses a variety of different
communication technologies.
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Beam Position Monitors
The system currently uses the standard Beam Position

Monitor system to measure the excitation response. In the
future it could alternatively use the LHC Diode ORbit and
OScillation (DOROS) system which provides beam position
readings with a better resolution [10].

LHC Coupling Analysis Service
This Python service communicates with the LHC cou-

pling server using gRPC. An analysis is triggered by the
coupling server upon receiving the BPM data. A noise re-
duction technique based on Singular Value Decomposition
where only the the most fundamental modes for the motion
is applied [11]. A Fourier decomposition of the cleaned
turn-by-turn data is then used to obtain the main frequency
and phase of the motion at each BPM. Based on this, the
coupling strength at each measurement point can be recon-
structed. In order to correct the coupling a model which
predicts the influence on each coupling knob is created. Us-
ing this model in combination with the measurement, the
service calculates the coupling corrections, which are re-
turned to the Java server.

LHC Software Architecture (LSA)
The CERN standard frameworks are used to access the

equipment: A new Fesa 3 [12] class was designed to control
the transverse damper excitation subsystem (Fig. 5), i.e., the
natural tune, the tune offset, the position of the bunch to be
excited and the excitation amplitude. The standard timing
tables to send event to the various equipment and the standard
LSA trim to send the correction values to the power supplies
are used.

Figure 5: Settings for the transverse damper (ADT AC
dipole).

Technologies
Docker Image Since we

were obliged to use Python for
part of the system (because code
for the relevant algorithms was
already available in this lan-
guage), we had to find a good
deployment strategy for Python.
It turned out that dependency
management approaches mostly

act on the Python distribution installed on the operation sys-
tem and not on a per-application basis. This implies that if
e.g. running two Python applications that potentially require
libraries in different versions would be impossible on the
same host. The way around this was finally to package the
Python application, together with the correct Python distri-
bution and all the required libraries in a docker image and
run everything in a container [13]. By using Docker, flexibil-
ity is given to both the Python script owner and the system
engineer to change e.g their Python version independently
from each other. This avoids problems resulting from uncon-
trolled incompatible changes in the libraries while using a
well known, easy to install and well supported product with
a lighter load than with virtual machines.

gRPC protocol One of the
challenges of this project is
the communication channel be-
tween python and java. When
investigating different solutions
to interface the python scripts
with java, gRPC (Google Re-
mote Procedure Call, [14])
proved to be the most appropri-

ate for our purpose: It supports a wide variety of languages,
asynchronous communication and is fully implemented on
top of http. Therefore it is prepared for rerouting and load
balancing. In our case, we implemented a gRPC server in
Python (the coupling analysis service) and a client in Java
(the coupling server).

Spring and Software reuse
The described coupling mea-
surement system is part of a
larger software suite, allowing
the control of the main parame-
ters of the machine (tune, chro-
maticity and coupling). It was
easy and fast to set up as it relies
on other basic bricks already

written by the op-software team, for example the GUI com-
position library MiniFx, streaming pool [15] and the ten-
sorics [16] library. The use of spring [17] also allows easy
reconfiguring of the components so that one can reuse the
same set of objects for different usage (e.g. the same widgets
for chroma and tune). The dependency injection mechanism
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provided by spring allows us to better decouple the classes
make them modular and write tests much more easily. Hav-
ing each element already tested reinforces the cohesion of
each part and makes the integration easier.

WORKING IN A TEAM
Since this project involves four CERN groups working

together (BE-CO-APS, BE-OP-LHC, BE-ABP-LAT and BE-
RF-FB), it was highly desirable to use agile techniques. In
particular, the scrum framework [18] was applied to manage
this project. The scrum framework (Fig. 6) can be described
as following:

• A product owner creates a prioritized wish list (require-
ments), called a product backlog.

• During sprint planning meeting, the team pulls a small
chunk from the top of that wish list, a sprint backlog,
and decides how to implement those pieces.

• The team has a certain amount of time — a sprint
(usually two to four weeks) — to complete its work, but
it meets each day to assess its progress (daily Scrum).

• Along the way, the ScrumMaster keeps the team fo-
cused on its goal.

• At the end of the sprint, the work should be potentially
shippable: ready to hand to a customer, put on a store
shelf, or shown to a stakeholder.

• The sprint ends with a sprint review (demo with users)
and a sprint retrospective (how one can improve the
process).

• When the next sprint begins, the team chooses another
chunk of the product backlog and repeats the process.

Figure 6: Scrum process graph [19].

Unlike the usual project management where a developer
could end up working alone on a big project, working as
a team was essential for the project to be realized faster
and maintained on the long term. The other benefit of this
framework are an enhanced collaboration betweens groups
and persons, an increased flexibility to deal with the last
minute changes and a working piece of software at the end
of each iteration. Pair programming was also valuable as
it spreads the knowledge inside the software team. The

shutdown period was the best time to launch such project.
Sill, not all the groups have the same schedule and sometimes
it was difficult to find time to work all together. By applying
the sprint concept, we were able to concentrate the tasks and
thus everybody feels responsible for the sprint goal. At the
end of each sprint there was a retrospective allowing team
members to change the working habits and maximizing the
team performance. This framework was also very efficient
in taking into account the inevitable last minute changes
and the daily scrum avoids that people are blocked for a
longer period of time while waiting for dependent changes.
As this software was written in a team and has reasonably
well covered with unit tests, it is less of a problem when a
developer quits as the rest of the team can take over. This is
particularly important within the operations group, as some
application are already orphan, inherited from people who
left CERN, which we want definitely not increase.

FIRST OPERATIONAL EXPERIENCE
This software is operational since August 2017 (LHC

fill 6100) and has been used in every fill since. Unlike the
previousmethod it does not require a lengthy process of trims
andmeasurements but can derive a correction directly from a
single measurement. Further, the system allows to measure
in any point of the cycle whereas the injection coupling
measurement was limited to the injection process. Currently,
due to machine protection restrictions, it is allowed to excite
only one bunch in the machine and the damper software will
reject dangerous values in the excitation settings.

As illustrated in Fig. 7, the new software allows a coupling
correction down to the |C − | ≈ 0.001 level for most fills,
whereas the uncorrected coupling would be up to a factor
of 10 higher. This is significantly better than the minimum
requirement given in the LHC design report, and provides
additional margin for beam stability.
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Figure 7: |C − | before and after correction, as measured by
the new coupling measurement tool.

The difference of the |C− | values before and after the cor-
rection allows to estimate the convergence of the correction
algorithm (Fig. 8). In ∼90% of the fills, the tool improved
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the coupling correction by decreasing the |C − |. From the
cases where the correction was not improved, and from the
level we can correct the coupling to, we can estimate the
precision of the measurement to ∼0.001 in |C − |.
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Figure 8: Difference of |C − | before and after correction,
measured by the new coupling measurement tool. Nega-
tive values correspond to coupling improvement, positive to
degradation.

CONCLUSION
Thanks to the described new software, the coupling is now

corrected efficiently all along the cycle without requiring the
help of optics specialists. It reduces also the measurement
time taken at each injection, improving the global perfor-
mance of the LHC machine. The team members found it
interesting - though challenging - to choose and learn those
new technologies which will be highly valuable for future
software developments within operations. Substantial devel-
opment time was saved using the existing and already tested
software and, since the knowledge is shared among the team
members, it will allow for faster development of applica-
tions. Concurrently with the Luminosity Control [20], it
was the first time the scrum framework was used in the team
for a real project and it helped greatly to improve the way
code is written. The main benefits of this framework are an
increased collaboration, a continuous training, an increased
attention to the details so that the code remains readable
and testable, and a continuous improvement of the working
habits.
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