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Introduction

The automation infrastructure needs to reliably run the CERN's accelerator complex and its experiments; 1t produces a large and diverse amount of data, besides physics data.
Over 600 industrial control systems with about 45 million parameters store more than 100 terabytes of data per year. At the same time, a large technical expertise in this
domain 1s collected and formalized. The study 1s based on a set of use cases classified into three domains of data analytics applicable to CERN's control systems: online
monitoring, fault diagnosis and engineering support. A known root-cause analysis concerning gas system alarms flooding was reproduced with Siemens' Smart Data
technologies and 1its results were compared with a previous analysis. The new solution has been put in place as a tool supporting operators during breakdowns 1n a live
production system. The effectiveness of this deployment suggests that these technologies can be applied to more cases with the double goal of increasing CERN's systems
reliability and of reducing analysis efforts from weeks to hours. It also ensures a more consistent approach for these analyses by harvesting a central expert knowledge base
available at all times.
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CONCLUSIONS

Due to the complexity of CERN LHC industrial processes Smart Data technologies can play a fundamental role 1n their analysis to retrieve new 1nsights and a better understanding of the entire
control system. From an architectural standpoint, the latter 1s indeed, made of a multitude of different distributed control applications, which have been independently developed and updated. Our
activities have focused on analyzing the industrial data generated by the control systems with the main goal of increasing the reliability and improving the monitoring level. Another important
benefit coming out from the used analytical frameworks 1s the advanced support to diagnose 1ssues (root-cause analysis) and even detect anomalies that could eventually be the cause of future
forced outages. Once these anomalous patterns have been discovered and defined, a prediction system can help the operator to take the proper actions in time. It 1s also worth mentioning the
operation support enhancement thanks to the better performances achieved by running the analysis 1n a cloud-based framework. The 1nitial encouraging results have motivated CERN EN-ICE team
to continue the data analytics activities as a part of the future working plan.
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