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Abstract

More than 60 million IP packets are
routed, every hour, between the CERN
General Purpose Network and the
Control System Network (Tech Net)

Around 6000 hosts are involved.

In order to improve the security of the
accelerator control system, we want to
define firewall and routing rules and

to understand the network host and ports
relations. Using large graph visualization
and clustering algorithms, we created
comprehensible graphs of the recorded
traffic on routers, reducing the complexity
of the problem and showing the real
network communication and dependencies.
Traffic analysis combined with statistics
offer a new approach for firewall rules
definition.
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