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” Introduction A

Alba is a 3" generation synchrotron located near Barcelona, Spain. It comprises accelerators and 7 beamlines and was successfully commissioned in 2012. Nowadays all its
beamlines host user experiments regularly. At the same time 2 more beamlines are under construction and it is planned to expand the facility even more in the near future.

The Alba Controls Section develops and operates a diverse variety of controls software which is shared within international communities of users and developers. This
includes: generic frameworks like Sardana and Taurus, numerous Tango device servers and applications where, among others, we can find PyAlarm and Panic, and specific
experiment procedures and hardware controllers. A study has commenced on how to improve the delivery process of our software from the hands of developers to
laboratories, by making this process more reliable, predictable and risk-controlled.

Package for Alarms
and Notification of Incidences
from Controls

\_ www.albasynchrotron.es www.sardana-controls.org www.taurus-scada.org www.tango-controls.org www.tango-controls.org/community/projects/panic .
"~ Code control N[ Code design "\ ( Configuration Management
* Code repositories were migrated from SVN to GIT * Single-person projects were passed to Scrum teams of * Bliss system (by ESRF) was compared with
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* Cleaner history of commits 2 ¢ Promote iterative and incremental developments * Bliss cons: restricted to bliss users only, poor
with less effort g VPR BT o) automation of building and deploying packages,
- (nelge J—{_ Desion ] (nele J—={_Pesian ) (nelgee J—{_Pesian ) :
Merge branch 'bug-194' into develop perae e eTiEn Ty deveiep 8 ][!Q lé E nOt for WIndOWS
Dﬂcumembug:mwmr?mund (enable pip instal) E k[mﬂrm]:( Build ]J [adﬁ@ L[lnfejrafs):( Build ], (@E@] L[lnfeﬂra‘f‘e):( Build ]J
L e e S i R — (¥ SALTSTACK
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APl changes 2 — projects, and setup of repos
2. MINOR version when you add functionality in a S () o () oo
backwards-compatible manner Q T L $ salt '*' package.install sardana
. O e no implementation o longer $ salt '*' package.latest version sardana
3. PATCH version when you make backwards- (possibie (possible : =
com atible bU ﬁXES —— Operating system agnostic installation of packages using Salt.
N P 5 NG NG /
Packagin A " Continuous documentation
gng o code deploy
* Python packaging libraries e.g. distutils | * Sardana and Taurus migrated their documentation
builds rpm, deb, msi packages to Read The Docs (RTD)
* msSl a”OWS unattended InSta”atIOHS : ° Documentation is bu||d on every Commit
necessary for SCM e build operate | « Maintenance of the servers and the necessary
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* Agile & Continuous Delivery (CD) aims to transform a . -
* SEPS5 established the common testing strategy for 5 . » fy( ) " o Sardana and Taurus projects could already apply
concept into a working software as fast as possible. the CD strategy to their biannual releases.
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work on the features that they test. environment, execute automated acceptance tests managers.
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