
	
  
	
  
	
  
	
  
	
  
•  Fault:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  logs	
  error	
  informa.on.	
  

The	
   FGC3	
   outputs	
   &ming	
   pulses	
   to	
  
orchestrate	
   the	
   use	
   of	
   the	
   capacitors	
  
stocking	
  the	
  energy	
  needed	
  to	
  generate	
  the	
  
current	
  or	
  voltage	
  pulses.	
  
FPGA	
  registers	
  define	
  the	
  .me	
  of	
  the	
  rising	
  
and	
  falling	
  edge	
  of	
  each	
  pulse	
  with	
  respect	
  
to	
   the	
   event	
   (beam).	
   These	
   registers	
   are	
  
ini.alized	
  based	
  on	
  the	
  requirements	
  of	
  the	
  
fast-­‐pulsed	
   power	
   converter.	
   Converters	
  
with	
   different	
   topologies	
   can	
   thus	
   be	
  
controlled	
  homogenously.	
  	
  

Results:	
  &me	
  accuracy	
  and	
  precision	
  

Timing	
  accuracy	
  is	
  	
  ~170	
  ns.	
  Inter-­‐FGC3	
  .me	
  precision	
  is	
  	
  negligible	
  for	
  FGC3s	
  in	
  the	
  same	
  gateway	
  and	
  cable	
  length	
  dependent	
  for	
  FGC3s	
  in	
  different	
  gateways	
  O(100)	
  ns.	
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The	
  power	
  converter	
  control	
  system	
  is	
  based	
  on	
  three	
  layers:	
  
•  Control	
  applica.ons	
  
•  Linux	
  based	
  front-­‐ends	
  (gateways)	
  
•  Equipment	
  devices	
  (FGCs)	
  

A	
  &ming	
  network	
  distributes	
  real-­‐.me	
  .ming	
  events.	
  An	
  Ethernet	
  network	
   is	
  used	
  to	
  monitor	
  and	
  control	
  
the	
  equipment	
  devices	
  via	
  get,	
  set	
  and	
  subscribe	
  commands	
  on	
  proper.es.	
  

Control	
  of	
  power	
  converters	
  

The	
  General	
  Machine	
   Timing	
  distributes	
   events	
   containing	
   the	
   remaining	
  .me	
  before	
   the	
   start	
   of	
   a	
   cycle,	
  
beam	
  injec.on	
  or	
  extrac.on.	
  The	
  gateways	
  receive	
  these	
  packets	
  in	
  the	
  CTRI	
  and	
  broadcasts	
  it	
  to	
  the	
  FGC3s.	
  
In	
  addi.on,	
  a	
  50	
  Hz	
  synchronous	
  signal	
  originated	
  in	
  the	
  CTRI	
  is	
  routed	
  to	
  the	
  FGC3	
  to	
  discipline	
  a	
  PI-­‐based	
  
PLL,	
  which	
  synchronizes	
  a	
  25	
  MHz	
  Voltage	
  Controlled	
  Crystal	
  Oscillator.	
  The	
  resul.ng	
  clock	
  is	
  fanned	
  out	
  to	
  
the	
  MCU,	
  DSP	
  and	
  FPGA	
  making	
  the	
  so\ware	
  and	
  firmware	
  synchronous	
  with	
  the	
  GMT.	
  

Timing	
  distribu&on	
  

FGC3	
  SoMware:	
  state	
  machine	
  and	
  &ming	
  pulses	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  CERN	
  employs	
  over	
  5,600	
  power	
  converters.	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Cycling	
  	
  fast-­‐pulsed	
  	
  power	
  converters	
  generate	
  a	
  pulse	
  with	
  a	
  	
  flat-­‐top	
  	
  dura.on	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  of	
  just	
  a	
  few	
  milliseconds.	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  The	
  	
  third	
  	
  genera.on	
  	
  of	
  	
  Func.on/Genera.on	
  	
  Controller	
  	
  (FGC3)	
  	
  is	
  	
  the	
  	
  latest	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  pla`orm	
  for	
  the	
  control,	
  monitoring	
  and	
  diagnos.cs	
  of	
  power	
  converters.	
  

The	
   FGC3	
   encapsulates	
   three	
   cards:	
   a	
  
mainboard	
  with	
  an	
  RX610	
  microcontroller,	
  
a	
  TI	
  TMS320C6727	
  floa.ng	
  point	
  DSP	
  with	
  a	
  
10	
   KHz	
   interrupt-­‐driven	
   task	
   and	
   a	
   Xilinx	
  
FPGA	
  for	
  glue	
  logic	
  and	
  peripheral	
  handling;	
  
an	
  analog	
  card	
  with	
  four	
  high	
  precision	
  ADC	
  
channels	
   and	
   two	
   16-­‐bit	
   DACs;	
   and	
   an	
  
Ethernet-­‐based	
  communica.on	
  card.	
  

Func&on	
  Genera&on	
  Controller	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   FGC3s	
   are	
   typically	
   integrated	
  within	
   a	
   CERN-­‐designed	
   chassis	
  

called	
  RegFGC3.	
  	
  
A	
  common	
  backplane	
  links	
  the	
  FGC3	
  with	
  a	
  variety	
  of	
  cards	
  and	
  
communica.on	
   buses	
   used	
   to	
   send	
   the	
   reference	
   value,	
  
transmit	
   configura.on	
   parameters	
   and	
   retrieved	
   detailed	
  
diagnos.cs.	
  

RegFGC3	
  chassis	
  	
  	
  

	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  FGC3s	
  	
  are	
  used	
  	
  to	
  	
  control	
  	
  four	
  	
  types	
  of	
  fast-­‐	
  
	
   	
   	
   	
   pulsed	
  power	
   converters.	
  Currently,	
  29	
   circuits	
   are	
  
opera.onal.	
  When	
  complete,	
  Linac4	
  will	
  require	
  115.	
  

FGC3	
  at	
  Linac4	
  
Name Power Pulse FGC3s 

Mididiscap   30 kW 5 ms 50 

Maxidiscap      4 kW 2 ms 48 

Modulator 5.5 MW  1.8 ms 14 

H-Discap 150 kW  1.2 ms   3 
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A	
  sub-­‐state	
  machine	
  has	
  been	
  added	
  to	
  sequence	
  the	
  genera.on	
  of	
  pulses.	
  
•  Wai&ng:	
  	
  	
  	
  	
  waits	
  for	
  a	
  .ming	
  event.	
  
•  Preparing:	
  	
  verifies	
  if	
  the	
  current	
  cycle	
  is	
  enabled	
  and	
  latches	
  relevant	
  parameters.	
  
•  SeTng:	
  	
  	
  	
  	
  	
  	
  configures	
  the	
  .ming	
  pulses	
  and	
  sends	
  the	
  reference	
  value.	
  
•  Repor&ng:	
  	
  publishes	
  the	
  current	
  and	
  voltage	
  measurements.	
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Abstract

This paper describes the software phase-locked loop algo-
rithm that is used by the new and old generation of real-time
power converter controllers at CERN. The algorithms allow
the recovery of the machine time and events received by the
embedded controller through a WorldFIP or Ethernet-based
fieldbuses. During normal operation, the algorithm provides
10 µs of time accuracy and 0.5 µs of clock jitter for the
WorldFIP case, and 2.5 µs of time accuracy and 40 ns of
clock jitter for the Ethernet case.

INTRODUCTION
It is widely known that the existence of measurement and

computation delays a�ect the stability and performance of
the control algorithms [?]. It is also well known that as
the control problem becomes larger (i.e. spatial extension
or number of jointly controlled elements), its complexity
increases and the performance and stability of the solution
degrades [?]. This is precisely the situation of the control of
power converters at CERN. For example, the LHC project
required the joint control of over 1700 converters across
the 27 km of underground tunnels with a tracking error
of less than one part per million (ppm). The large spatial
extension requires a correspondingly large communication
network to transport the information, which increases the
delay, the jitter, and the packet loss. If there are di�erent
subsystems to be jointly controlled (e.g. the main dipole
and quadrupole magnets, the simultaneous setting of the
real-time orbit corrections, synchronisation of injection and
ejection converters, etc.), then the control algorithm should
also consider the relative delays between them.

In order to minimise the above e�ects, the devices that
require real-time synchronisation at CERN use a special
purpose communication network that transports timing in-
formation with small jitter and known delay [?,?]. The infor-
mation necessary to control a device is therefore sent using
two di�erent networks. An Ethernet network transports the
non-real time data (e.g. soft real-time control and monitor-
ing data, commands, etc). A second network transports the
hard real-time data (also known as timing information) con-
taining such things as the machine time, and the accelerator
state and events.

Since the year 2000, the power converters controllers
known as Function Generation Controllers (FGC) have
slightly deviated from this general architecture. The FGCs
use the fieldbus as the mechanism to receive both real and
non-real time data from the general purpose Linux com-
puter also known as front-end (see Fig. 1). That is, the

general purpose network and the timing network converge
on the front-end, instead of being connected directly to the
embedded controller. This change reduces the installation
cost and the number of connection related incidents. In the
FGC case further reduction of development, installation,
and maintenance costs have been achieved by using com-
mercial o�-the-shelf fieldbuses. That is, WorldFIP on the
FGC version 2 (FGC2), and FGC_Ether on the FGC version
3 (FGC3) [?].

Figure 1: Transport of timing and control information from
the GPS signal and the particle accelerator operator to the
power converter using one fieldbus to transport timing, con-
trol, and monitoring information.

Removing the direct connection between the timing net-
work and the FGC implies that the UTC time and its phase
have to be recovered. The time with 20 ms accuracy is recov-
ered by a periodic broadcast signal from the general purpose
computer to the FGC, while the 20 millisecond phase is
recovered using a Phase-Locked Loop (PLL) running on the
FGC. This paper describes the requirements, design, and
performance of the PLL algorithms used for both the FGC2
and FGC3.

SYNCHRONISATION OF THE LHC
CONVERTERS

Requirements and Design

Between the year 2000 and 2003 the FGC2 was devel-
oped for the LHC. On one hand, the correct operation of
the LHC required a radiation tolerant fieldbus and the syn-
chronised application of the converter current across the
accelerator with an accuracy of less than 1 ppm and a time
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This paper describes the software phase-locked loop algo-
rithm that is used by the new and old generation of real-time
power converter controllers at CERN. The algorithms allow
the recovery of the machine time and events received by the
embedded controller through a WorldFIP or Ethernet-based
fieldbuses. During normal operation, the algorithm provides
10 µs of time accuracy and 0.5 µs of clock jitter for the
WorldFIP case, and 2.5 µs of time accuracy and 40 ns of
clock jitter for the Ethernet case.

INTRODUCTION
It is widely known that the existence of measurement and

computation delays a�ect the stability and performance of
the control algorithms [?]. It is also well known that as
the control problem becomes larger (i.e. spatial extension
or number of jointly controlled elements), its complexity
increases and the performance and stability of the solution
degrades [?]. This is precisely the situation of the control of
power converters at CERN. For example, the LHC project
required the joint control of over 1700 converters across
the 27 km of underground tunnels with a tracking error
of less than one part per million (ppm). The large spatial
extension requires a correspondingly large communication
network to transport the information, which increases the
delay, the jitter, and the packet loss. If there are di�erent
subsystems to be jointly controlled (e.g. the main dipole
and quadrupole magnets, the simultaneous setting of the
real-time orbit corrections, synchronisation of injection and
ejection converters, etc.), then the control algorithm should
also consider the relative delays between them.

In order to minimise the above e�ects, the devices that
require real-time synchronisation at CERN use a special
purpose communication network that transports timing in-
formation with small jitter and known delay [?,?]. The infor-
mation necessary to control a device is therefore sent using
two di�erent networks. An Ethernet network transports the
non-real time data (e.g. soft real-time control and monitor-
ing data, commands, etc). A second network transports the
hard real-time data (also known as timing information) con-
taining such things as the machine time, and the accelerator
state and events.

Since the year 2000, the power converters controllers
known as Function Generation Controllers (FGC) have
slightly deviated from this general architecture. The FGCs
use the fieldbus as the mechanism to receive both real and
non-real time data from the general purpose Linux com-
puter also known as front-end (see Fig. 1). That is, the

general purpose network and the timing network converge
on the front-end, instead of being connected directly to the
embedded controller. This change reduces the installation
cost and the number of connection related incidents. In the
FGC case further reduction of development, installation,
and maintenance costs have been achieved by using com-
mercial o�-the-shelf fieldbuses. That is, WorldFIP on the
FGC version 2 (FGC2), and FGC_Ether on the FGC version
3 (FGC3) [?].

Figure 1: Transport of timing and control information from
the GPS signal and the particle accelerator operator to the
power converter using one fieldbus to transport timing, con-
trol, and monitoring information.

Removing the direct connection between the timing net-
work and the FGC implies that the UTC time and its phase
have to be recovered. The time with 20 ms accuracy is recov-
ered by a periodic broadcast signal from the general purpose
computer to the FGC, while the 20 millisecond phase is
recovered using a Phase-Locked Loop (PLL) running on the
FGC. This paper describes the requirements, design, and
performance of the PLL algorithms used for both the FGC2
and FGC3.

SYNCHRONISATION OF THE LHC
CONVERTERS

Requirements and Design

Between the year 2000 and 2003 the FGC2 was devel-
oped for the LHC. On one hand, the correct operation of
the LHC required a radiation tolerant fieldbus and the syn-
chronised application of the converter current across the
accelerator with an accuracy of less than 1 ppm and a time
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This paper describes the software phase-locked loop algo-
rithm that is used by the new and old generation of real-time
power converter controllers at CERN. The algorithms allow
the recovery of the machine time and events received by the
embedded controller through a WorldFIP or Ethernet-based
fieldbuses. During normal operation, the algorithm provides
10 µs of time accuracy and 0.5 µs of clock jitter for the
WorldFIP case, and 2.5 µs of time accuracy and 40 ns of
clock jitter for the Ethernet case.

INTRODUCTION
It is widely known that the existence of measurement and

computation delays a�ect the stability and performance of
the control algorithms [?]. It is also well known that as
the control problem becomes larger (i.e. spatial extension
or number of jointly controlled elements), its complexity
increases and the performance and stability of the solution
degrades [?]. This is precisely the situation of the control of
power converters at CERN. For example, the LHC project
required the joint control of over 1700 converters across
the 27 km of underground tunnels with a tracking error
of less than one part per million (ppm). The large spatial
extension requires a correspondingly large communication
network to transport the information, which increases the
delay, the jitter, and the packet loss. If there are di�erent
subsystems to be jointly controlled (e.g. the main dipole
and quadrupole magnets, the simultaneous setting of the
real-time orbit corrections, synchronisation of injection and
ejection converters, etc.), then the control algorithm should
also consider the relative delays between them.

In order to minimise the above e�ects, the devices that
require real-time synchronisation at CERN use a special
purpose communication network that transports timing in-
formation with small jitter and known delay [?,?]. The infor-
mation necessary to control a device is therefore sent using
two di�erent networks. An Ethernet network transports the
non-real time data (e.g. soft real-time control and monitor-
ing data, commands, etc). A second network transports the
hard real-time data (also known as timing information) con-
taining such things as the machine time, and the accelerator
state and events.

Since the year 2000, the power converters controllers
known as Function Generation Controllers (FGC) have
slightly deviated from this general architecture. The FGCs
use the fieldbus as the mechanism to receive both real and
non-real time data from the general purpose Linux com-
puter also known as front-end (see Fig. 1). That is, the

general purpose network and the timing network converge
on the front-end, instead of being connected directly to the
embedded controller. This change reduces the installation
cost and the number of connection related incidents. In the
FGC case further reduction of development, installation,
and maintenance costs have been achieved by using com-
mercial o�-the-shelf fieldbuses. That is, WorldFIP on the
FGC version 2 (FGC2), and FGC_Ether on the FGC version
3 (FGC3) [?].

Figure 1: Transport of timing and control information from
the GPS signal and the particle accelerator operator to the
power converter using one fieldbus to transport timing, con-
trol, and monitoring information.

Removing the direct connection between the timing net-
work and the FGC implies that the UTC time and its phase
have to be recovered. The time with 20 ms accuracy is recov-
ered by a periodic broadcast signal from the general purpose
computer to the FGC, while the 20 millisecond phase is
recovered using a Phase-Locked Loop (PLL) running on the
FGC. This paper describes the requirements, design, and
performance of the PLL algorithms used for both the FGC2
and FGC3.

SYNCHRONISATION OF THE LHC
CONVERTERS

Requirements and Design

Between the year 2000 and 2003 the FGC2 was devel-
oped for the LHC. On one hand, the correct operation of
the LHC required a radiation tolerant fieldbus and the syn-
chronised application of the converter current across the
accelerator with an accuracy of less than 1 ppm and a time
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INTRODUCTION
It is widely known that the existence of measurement and

computation delays a�ect the stability and performance of
the control algorithms [?]. It is also well known that as
the control problem becomes larger (i.e. spatial extension
or number of jointly controlled elements), its complexity
increases and the performance and stability of the solution
degrades [?]. This is precisely the situation of the control of
power converters at CERN. For example, the LHC project
required the joint control of over 1700 converters across
the 27 km of underground tunnels with a tracking error
of less than one part per million (ppm). The large spatial
extension requires a correspondingly large communication
network to transport the information, which increases the
delay, the jitter, and the packet loss. If there are di�erent
subsystems to be jointly controlled (e.g. the main dipole
and quadrupole magnets, the simultaneous setting of the
real-time orbit corrections, synchronisation of injection and
ejection converters, etc.), then the control algorithm should
also consider the relative delays between them.

In order to minimise the above e�ects, the devices that
require real-time synchronisation at CERN use a special
purpose communication network that transports timing in-
formation with small jitter and known delay [?,?]. The infor-
mation necessary to control a device is therefore sent using
two di�erent networks. An Ethernet network transports the
non-real time data (e.g. soft real-time control and monitor-
ing data, commands, etc). A second network transports the
hard real-time data (also known as timing information) con-
taining such things as the machine time, and the accelerator
state and events.

Since the year 2000, the power converters controllers
known as Function Generation Controllers (FGC) have
slightly deviated from this general architecture. The FGCs
use the fieldbus as the mechanism to receive both real and
non-real time data from the general purpose Linux com-
puter also known as front-end (see Fig. 1). That is, the

general purpose network and the timing network converge
on the front-end, instead of being connected directly to the
embedded controller. This change reduces the installation
cost and the number of connection related incidents. In the
FGC case further reduction of development, installation,
and maintenance costs have been achieved by using com-
mercial o�-the-shelf fieldbuses. That is, WorldFIP on the
FGC version 2 (FGC2), and FGC_Ether on the FGC version
3 (FGC3) [?].

Figure 1: Transport of timing and control information from
the GPS signal and the particle accelerator operator to the
power converter using one fieldbus to transport timing, con-
trol, and monitoring information.

Removing the direct connection between the timing net-
work and the FGC implies that the UTC time and its phase
have to be recovered. The time with 20 ms accuracy is recov-
ered by a periodic broadcast signal from the general purpose
computer to the FGC, while the 20 millisecond phase is
recovered using a Phase-Locked Loop (PLL) running on the
FGC. This paper describes the requirements, design, and
performance of the PLL algorithms used for both the FGC2
and FGC3.

SYNCHRONISATION OF THE LHC
CONVERTERS

Requirements and Design

Between the year 2000 and 2003 the FGC2 was devel-
oped for the LHC. On one hand, the correct operation of
the LHC required a radiation tolerant fieldbus and the syn-
chronised application of the converter current across the
accelerator with an accuracy of less than 1 ppm and a time


