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Abstract 
The European Spallation Source (ESS) in Lund, Swe-

den has just entered into neutron beam line construction 
starting detailed design in 2015. As a collaboration of 17 
European countries the majority of hardware devices will 
be provided in-kind. This presents numerous technical 
and organizational challenges for the construction and the 
integration of the neutron instrumentation into the facility 
wide infrastructure; notably the EPICS control network 
and the facilities absolute timing system. 

In this contribution we present a strategy for the modu-
larity of the instruments hardware with well-defined 
standardized functionality and a minimized number of 
control & data interfaces. Key point of the strategy is the 
time stamping of all readings from the instruments control 
electronics extending the event mode data acquisition 
from detected neutron events to all metadata. This gives 
the control software the flexibility necessary to adapt the 
functionality of the instruments to the demands of each 
single experimental run. We give examples for the ad-
vantages of that approach in classical motion control as 
well as in complex robotics systems and discuss matching 
hardware requirements necessary. 

INTRODUCTION 
The European Spallation Source (ESS) is designed as a 

long pulse neutron source with the maximum overall flux 
as its main objective. With a 5MW linear proton accelera-
tor it will be the world’s most powerful source of neutrons 
for science applications. Integrated flux levels will be 
much higher than existing facilities and the geographical 
layout will comprise instruments of 160m and longer 
spanning over 3 instruments halls. At the same time the 
experimental end stations (instruments) for these kinds of 
sources need to be more flexible and complex with up to 
20 choppers along the beam line. All this presents opera-
tional challenges that are best addressed with a good mix-
ture of techniques from existing neutron facilities and 
other disciplines like x-ray experiments, fundamental 
physics or industrial applications. Advanced grounding 
concepts, high rate data acquisition, flexible experimental 
setup, advanced remote diagnostics tools, pre-emptive 
maintenance are a few keywords for that. 

At the same time the ESS project represents also an or-
ganisational challenge with most of the instruments hard-
ware provided in-kind by the 17 European partner coun-
tries. Integration of these contributions either as single 
instruments components or complete instruments into the 
ESS infrastructure is only possible with a flexible and 
modular instrument control system. This also supports 
clear definitions of functionalities and interfaces of the 

modules. We will present the evolution of our ideas of 
such a system first formulated in [1] following the current 
design phases and addressing technical, operational and 
organisational challenges of the future ESS. 

ESS NEUTRON BEAM  

Neutron Beam Characteristics 
ESS is designed as a long-pulse neutron source with 

14Hz repetition rate and 4% duty cycle resulting in 2.86 
ms pulse length [2]. With an average power of 5MW of 
the proton accelerator it will exceed existing neutron 
sources - either steady state or pulsed - in average neutron 
flux as well as in peak brightness. 

Neutron Beam Development 
The energy spectrum of the neutron pulse will range 

from thermal to cold neutrons with travelling speeds be-
tween 2000 and 200 m/s. After a certain travel distance in 
the neutron guide the pulse will transform into a constant 
beam modulated in time by neutrons with different energy 
(Figure 1). Mechanical choppers are used to form a slit 
system in the time domain to enhance the energy resolu-
tion of the resulting neutron beam and/or to limit the 
spectrum used for the experiments. The exact configura-
tion is determining the length of the instruments ranging 
from 30 to 160m. 

 

 
Figure 1: Time-distance diagram of beam development. 

Due to the time characteristics of the final neutron 
beam at the experiments synchronisation and referencing 
of all experimental data to the proton pulse is a key re-
quirement of instruments control and data acquisition at 
ESS. 

ESS CONTROL INFRASTRUCTURE  

EPICS Control System (ICS) 
ESS will use EPICS as a global control system for in-

struments, machine (accelerator, target), central infra-
structure and part of conventional facilities. It acts as a 
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horizontal device layer for data exchange between the 
different parts of the facility although for instrument con-
trol and operation the main signal flow will be vertically 
between the instruments hardware below and the user 
interfaces on top of the layer (Figure 2). All ESS hard-
ware links to the EPICS layer by means of standardised 
input/output systems (control boxes). The Integrated Con-
trols System Division (ICS) will provide control boxes, 
EPICS network and hardware driver all over the facility. 
This ensures a high degree of standardisation and synergy 
within ESS. 

 

 
Figure 2: ESS facility wide control system layers (blue: 
software, rose: hardware). 

User Interface (DMSC) 
All user interface scripts/GUIs as part of the software 

layers on top of EPICS are provided by the Data Man-
agement and Software Centre (DMSC) of ESS Copenha-
gen. The entire control loop of the experiment including 
scientific calculations, coordinate transformations, se-
quencing, local experiment monitoring, data aggregation 
and all user interface is handled within this layers. This 
includes data acquisition and data reduction for monitor-
ing purposes as well. The DMSC software interfaces to 
EPICS and for large data volumes directly with the in-
struments hardware. 

It should be noted that nothing is configured locally ‘on 
the instrument’. This makes the DMSC interface the only 
access for the instruments users; there is nothing like a 
local monitoring at the instrument. The only local systems 
are for expert diagnostics and commissioning. The in-
strument cannot perform normally (even in a limited 
fashion) without DMSC supervision. 

Timing Network and Signals (ICS) 
ESS is using a centralised absolute timing system that 

is provided by ICS [2]. A generator is distributing the 
clock of a master oscillator and the absolute facility time 
to a number of timing receivers through a dedicated opti-
cal fibre network. A transport layer solution presented by 
Micro Research Finland [3] is envisaged as technical 
solution. Per default a timing receiver is present in every 
control box and thus makes the functionality available to 
all hardware connected to EPICS. Delay times in the 
network are compensated in steps of 11.357ns (equals 

2.4m fibre length) once the exact position of the receiver 
and thus the length of the fibre are fixed. 

 

 
Figure 3: Set of synchronous strobe signals available at 
the timing receiver interface. 

Timestamps are global, across the entire facility, alt-
hough the resolution of the time stamp used can be opti-
mised in each instance; the highest resolution is 11.357ns. 
Coordinated synchronous strobes are available at the 
timing receiver interface (Figure 3) to facilitate coordinat-
ed synchronous control across instrument subsystems. So, 
for example, instrument run control can be coordinated to 
any required precision. Signals include 88.0525Mhz mas-
ter clock, custom clocks in fractions of the master, 14Hz 
master pulse, and any custom pulses in multiples and 
fractions of 14 Hz; all synchronised with jitter require-
ments as low as 1ns and possibly delayed to the master 
pulse in multiples of 113,57ns. 

INSTRUMENT CONTROL AND 
READOUT CONCEPT  

Modular Concept 
The control and readout model that has been developed 

for ESS instruments is modular, where an instrument is 
made up from a number of independent subsystems 
(“modules“) that do not interact with each other, but only 
centrally through the EPICS and DMSC interfaces. Each 
module simply takes care of it’s own responsibilities, 
collecting data (which can be neutron or meta data) or 
controlling some physical configuration of the instrument 
(motion control, chopper speed and phase, magnets, etc.) 
or often both. These systems present the data in the natu-
ral form for the module – data is time-stamped, but the 
significance of the timing cannot be realised until the data 
is combined at the DMSC. Similarly, detector data is 
formatted in the natural units of the detector (channel 
number etc.) rather than physical units (e.g. position) so 
that the local readout systems do not have to change when 
an instrument is reconfigured. 

Control Topology 
Backbone of the ESS instrument control is the EPICS 

and Timing network of the ICS with the control boxes as 
interface points (grey, Figure 4). Physically there will be 
one EPICS subnet per instrument with connectivity to the 
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whole facility. All instruments subsystems (different 
colours according to functionality) link to these boxes and 
could be clustered in electrically isolated groups follow-
ing the geographical layout of the instrument in the dif-
ferent instrument halls. The user interface of the DMSC 
(blue) is connecting to the EPICS layer via a data gate-
way. Modules with larger volumes of data like detector 
electronics or fast sample environment require a dedicated 
link to a DMSC aggregator node called a bulk data inter-
face (BDI, violet, Figure 3). The red box and the blue 
“Experts User Interface“ indicate engineering user inter-
faces on the different layers for diagnostics purposes. 

Design Principles 
Every control process that can be done (or has to be 

done) locally in one of the modules will be done locally, 
every signal that needs to be related to data from other 
modules has to be time stamped and sent to the DMSC 
user interface. That gives clear functionalities and clear 
interfaces for single modules, easy to specify and to bring 
in as in-kind contributions or from external suppliers. All 
modules are linked together by the instrument control/ 
data acquisition software of the DMSC (via the EPICS 
layer); it’s a crucial part of the instrument and will be 
tailored to the needs of each instrument. It gives the flexi-
bility necessary to adapt the same hardware to each of the 
ESS instruments and to future instrument upgrades: the 
hardware is done once and prepared for all future (hi-
level) functionalities.  

However care must be taken about the latency in col-
lecting the data from all modules together to allow the 
formation of a full ‘frame’ of neutron data being present-
ed to the user for monitoring purposes. We will address 
this by introducing a maximum tolerated ‘latency budget‘ 
as a design requirement for the whole instrument control 
system. 

MODULAR INTERFACE AND FUNC-
TIONALITIES 

Each control module basically has two or three inter-
face types to the upper device layers: Timing, command 
interface and - if necessary - an interface for larger vol-
umes of data. 

 

Command and Meta Data Interface 
The command interface connects through the control 

box to the EPICS network and is able to transfer smaller 
volumes of instruments metadata through this channel as 
well. This data is bridged via gateway to the DMSC user 
interface ‘off instrument‘. Currently the data rate is lim-
ited to about 1kB/s but improvements of data rates in later 
versions of EPICS (version 4) will be considered. Physi-
cally this command/meta data connection is mostly a 
serial interface like RS232 or Ethernet with latencies 
between 20 and 100 ms. 

Time Stamping 
Following the modular control concept described be-

fore it is mandatory to timestamp all instruments data. 
This could easily be done by the timing receiver in the 
control box but is limited in precision by the latency of 
the connection between the modular control unit and the 
control box. For higher precision it is necessary to trans-
fer the absolute time information from the control box to 
the control electronics of the module (or transfer the 
whole timing receiver). In Figures 5 and 6 we describe 
ideas of synchronising internal timing clocks in control 
modules with the absolute time of the timing receiver. 
Either a pulse from the control box is synchronising a 
timer in the control unit (motion control, chopper control) 
or a strobe is sent from the control module to the control 

Figure 4: Topology of the modular instrument control concept for a 160m long Neutron Scattering Instrument at ESS.
(CB = Control Box, BDI = Bulk Data Interface). 
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box and time stamped there (detector electronics). In all 
cases the absolute time of the event is sent to the module 
via the command interface where it can be related to the 
internal time of the module. Within the control module 
the absolute time information can be transferred further 
by means of real time field busses (e.g. ETHERCAT) 
allowing also very specialised motion controllers e.g. for 
robotics or hexapods to be integrated seamlessly into the 
synchronised control environment. 

 
Figure 5: Interfaces for a motion control module 

An elegant and high performing solution would be to 
transfer the timing information directly through a field 
bus coupler acting as the timing master of the distributed 
clock system of the real time field bus, although appropri-
ated modules are not yet on the market. 

 

 
Figure 6: Interfaces for a detector readout module. 

Detector Readout and Bulk Data Interface 
(BDI) 

The readout electronics for detectors will be based on 
FPGAs that will perform data collection and transmission, 
and necessary (i.e. unavoidable) data reduction or match-
ing. Although ESS has a high flux, the data rates are small 
compared to particle physics or radio astronomy and we 
are not too constrained by bandwidth concerns. We antic-

ipate operating the BDI links at 10Gb/sec, but 40Gb/sec 
links are already readily available and affordable. To 
generalise, we expect to include basic back-ground sup-
pression in firmware, and cross data flagging to ensure all 
relevant data is output, but processing such as cluster 
centroid finding or time based data matching would be 
performed in software. 

CONCLUSION 
With the proposed modular instrument control concept 

we address the demanding challenges for future Neutron 
Scattering Experiments. Instrument subsystems are sim-
pler - easier to specify and easier to maintain. With clear 
defined functionalities and interfaces they are easy to 
bring in as in-kind contributions or from external suppli-
ers. The proposed concept fits exactly in the topology of 
the ESS wide control infrastructure thus profiting from 
standardisation and maximising synergies within the 
whole ESS project. 

In some cases the concept of an extended event mode 
data acquisition represents additional hardware require-
ments e.g. for time stamping or data transfer. Data rate 
and latency requirements have to be addresses carefully in 
the design phase. But once the hardware is standardised 
and in place the subsystems are prepared for the majority 
of the future functional and operational upgrades. The 
functionality of the whole system depends solely on the 
DMSC user interface software that will start with simple 
standard applications, introducing gradually more de-
manding functionalities in future upgrades. 

Already now the concept is supporting advanced use 
cases for experiments and diagnostics like continuous 
scans, stroboscopic data acquisition or advanced neutron 
beam diagnostics. A lot more will follow in the future 
once the ESS has started commissioning and user opera-
tion. 

ACKNOWLEDGMENT 
We would like to thank our colleagues and collabora-

tors in and outside ESS for the lively and fruitful discus-
sions and the contribution of ideas and possible solutions 
with a special mention of ISIS, PSI, JCNS and CERN. 

REFERENCES 
[1] T. Gahl et al., “Hardware Aspect of an Event Mode Data 

Acquisition and Instrument Control for ESS“, proceedings 
ICANS XXI, Mito, Japan (2014) 

[2] S. Peggs et al., “ESS Technical Design Report”, European 
Spallation Source, Lund, Sweden (2013) 

[3] J. Pietarinen, “MRF Timing System”, Timing workshop 
CERN, Geneva, Switzerland (2008) 

TUB3O03 Proceedings of ICALEPCS2015, Melbourne, Australia

ISBN 978-3-95450-148-9

532C
op

yr
ig

ht
©

20
15

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Experimental Control


