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Speaker Introduction 

•  Standing in for  
Garry Trahern, Head of ICS Division at ESS 

•  Miha Reščič, Slovenia 
–  Employed: Cosylab, Slovenia 
–  Working at: ESS, Lund, Sweden 

•  Main responsibilities: 
–  Setup the project and organization to start the 

Construction of ICS, act as the “ICS Enforcer” 
–  3 years on the project, 2 onsite embedded 
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ESS Overview 

•  The European Spallation Source 
(ESS) will house the most 
powerful proton linac ever built. 
– The average beam power will be 5 

MW 
•  Built in Lund, Sweden with first 

neutrons in 2019 
•  End of construction in 2025 with 

22 instruments online 
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What Will ESS Look Like? 

Linac	
  

Target	
  
Instruments	
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ICS Programme and Organization 
evolution 

[2010]	
  Team	
  

[2011]	
  Group	
  

[2013]	
  Division	
  
•  Organizational structure 

 

•  Project structure 
[2010]	
  Ac9vity	
  

[2012]	
  Project	
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Top Level Requirements 
•  Provide the following to ESS: 

–  Control system framework for monitoring 
and control of accelerator, target, 
instruments and CF 

–  Timing service for generating events, 
synchronization of devices and 
time stamping (in the ns range) 

–  Control system services and  applications 
to perform commissioning and operations 

–  Control Boxes and Integration Support to 
stakeholders 

–  Machine Protection and Personnel Safety 
systems 

–  Control Room(s) 
•  Constraining requirements 

–  High reliability and availability (>95%)! 
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ESS Integrated Control Systems 
Division Organization 
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ESS Integrated Control Systems 
Project Organization 
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ICS Architecture 
•  The	
  three-­‐7er	
  architecture	
  

4

The scope of ICS is best presented in terms of organisational blocks from the controls perspective as
shown in Figure 5.1:

1. Control System Core is the heart of the ICS and includes computer services that need to run continu-
ously irrespective of user activities, such as the archiving of process variable (PV) values, monitoring
of alarm states and slow feedback loops. It also includes the central systems such as timing, machine
protection system, etc.

2. Control Box is responsible for interaction with the equipment. It serves two purposes: to provide an
abstract representation of equipment to higher layers through which the equipment can be monitored
and controlled, and to implement real-time control loops.

3. Beam Line Element Databases (BLED) is the name for a set of tools and databases used for the
central storage of all the relevant information regarding the ESS machine and its configuraton.

4. Development Environment represents vital services that allow for proper development procedures,
artefact sharing, code storage, etc. It also provides a controlled way for developing upgrades to the
ICS software.

5. Human Machine Interface (HMI) represents graphical and non-graphical user interfaces, but also the
workstations and the layout of the main control room. Site-wide monitoring of the ESS status, and
remote access are also included.

Figure 5.2: The three-tier architecture of the ESS control system. Upper layer: CS user interaction.
Middle layer: Processing, data management and configuration storage. Bottom layer: Equipment and
measurement acquisition.

These blocks reflect the three tier [1] architecture of the ESS control system in Figure 5.2. Each of the
three tiers will be run physically on computers with di↵erent set of requirements. The computers of the
HMI tier focus on ergonomics and usability2. The computers of the CS Core and BLED tier o↵er high
CPU performance, reliability and, depending on purpose, have access to substantial storage capacities3.

2Apple iMac, Microsoft Windows or a Linux distribution optimized for desktop use (for example, Gnome or KDE user
interface)

3HP ProLiant, Dell PowerEdge, etc.
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Software Core Components 

4

The scope of ICS is best presented in terms of organisational blocks from the controls perspective as
shown in Figure 5.1:

1. Control System Core is the heart of the ICS and includes computer services that need to run continu-
ously irrespective of user activities, such as the archiving of process variable (PV) values, monitoring
of alarm states and slow feedback loops. It also includes the central systems such as timing, machine
protection system, etc.

2. Control Box is responsible for interaction with the equipment. It serves two purposes: to provide an
abstract representation of equipment to higher layers through which the equipment can be monitored
and controlled, and to implement real-time control loops.

3. Beam Line Element Databases (BLED) is the name for a set of tools and databases used for the
central storage of all the relevant information regarding the ESS machine and its configuraton.

4. Development Environment represents vital services that allow for proper development procedures,
artefact sharing, code storage, etc. It also provides a controlled way for developing upgrades to the
ICS software.

5. Human Machine Interface (HMI) represents graphical and non-graphical user interfaces, but also the
workstations and the layout of the main control room. Site-wide monitoring of the ESS status, and
remote access are also included.

Figure 5.2: The three-tier architecture of the ESS control system. Upper layer: CS user interaction.
Middle layer: Processing, data management and configuration storage. Bottom layer: Equipment and
measurement acquisition.

These blocks reflect the three tier [1] architecture of the ESS control system in Figure 5.2. Each of the
three tiers will be run physically on computers with di↵erent set of requirements. The computers of the
HMI tier focus on ergonomics and usability2. The computers of the CS Core and BLED tier o↵er high
CPU performance, reliability and, depending on purpose, have access to substantial storage capacities3.

2Apple iMac, Microsoft Windows or a Linux distribution optimized for desktop use (for example, Gnome or KDE user
interface)

3HP ProLiant, Dell PowerEdge, etc.
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Software Core Components 
•  Configuration Data Management 

–  The collection, storage, and distribution of 
configuration, calibration, location … data 

•  Control System Services 
–  Alarm handling Archiving, logging, long term 

storage, CSS, Logbook, Role Based Access 
Control (RBAC) … 

•  Naming Convention 
–  SSSS-­‐BBBB:DDDD-­‐III:TTTIIIXXX 

•  Scope 
–  Accelerator, Target, Neutron Instruments, and 

Conventional Facilities 
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Physics Core Components 

4

The scope of ICS is best presented in terms of organisational blocks from the controls perspective as
shown in Figure 5.1:

1. Control System Core is the heart of the ICS and includes computer services that need to run continu-
ously irrespective of user activities, such as the archiving of process variable (PV) values, monitoring
of alarm states and slow feedback loops. It also includes the central systems such as timing, machine
protection system, etc.

2. Control Box is responsible for interaction with the equipment. It serves two purposes: to provide an
abstract representation of equipment to higher layers through which the equipment can be monitored
and controlled, and to implement real-time control loops.

3. Beam Line Element Databases (BLED) is the name for a set of tools and databases used for the
central storage of all the relevant information regarding the ESS machine and its configuraton.

4. Development Environment represents vital services that allow for proper development procedures,
artefact sharing, code storage, etc. It also provides a controlled way for developing upgrades to the
ICS software.

5. Human Machine Interface (HMI) represents graphical and non-graphical user interfaces, but also the
workstations and the layout of the main control room. Site-wide monitoring of the ESS status, and
remote access are also included.

Figure 5.2: The three-tier architecture of the ESS control system. Upper layer: CS user interaction.
Middle layer: Processing, data management and configuration storage. Bottom layer: Equipment and
measurement acquisition.

These blocks reflect the three tier [1] architecture of the ESS control system in Figure 5.2. Each of the
three tiers will be run physically on computers with di↵erent set of requirements. The computers of the
HMI tier focus on ergonomics and usability2. The computers of the CS Core and BLED tier o↵er high
CPU performance, reliability and, depending on purpose, have access to substantial storage capacities3.

2Apple iMac, Microsoft Windows or a Linux distribution optimized for desktop use (for example, Gnome or KDE user
interface)

3HP ProLiant, Dell PowerEdge, etc.
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Physics Core Components 
•  Purpose 

–  Model the machine and provide users the access to the control 
system and models 

•  Machine Model 
–  Online models: OpenXAL, ELS, (JELS) … 
–  Offline models: TraceWin, MadX … 

•  High level applications 
–  Everything interfacing the users, operators, engineers, 

integrators, physicists, scientists, observers, innocent bystanders 
… 

•  GUIs, Applications, Scripts, Tools … 
•  Scope 

–  Accelerator, Target, Neutron Instruments, and Conventional 
Facilities 
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Issues and challenges 
•  Structuring of High-Level apps and Physics core 

–  Scope of modelling, machine models as services? 
–  What is (High level) Applications layer? 

•  (Re)usability 
•  Collaborations 

–  DISCS (Distributed information Services for Control Systems ) 
–  OpenXAL 

•  Getting users on-board 
–  Agile approach 

•  Scrums, sprints, backlogs 
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Hardware Core Components 

4

The scope of ICS is best presented in terms of organisational blocks from the controls perspective as
shown in Figure 5.1:

1. Control System Core is the heart of the ICS and includes computer services that need to run continu-
ously irrespective of user activities, such as the archiving of process variable (PV) values, monitoring
of alarm states and slow feedback loops. It also includes the central systems such as timing, machine
protection system, etc.

2. Control Box is responsible for interaction with the equipment. It serves two purposes: to provide an
abstract representation of equipment to higher layers through which the equipment can be monitored
and controlled, and to implement real-time control loops.

3. Beam Line Element Databases (BLED) is the name for a set of tools and databases used for the
central storage of all the relevant information regarding the ESS machine and its configuraton.

4. Development Environment represents vital services that allow for proper development procedures,
artefact sharing, code storage, etc. It also provides a controlled way for developing upgrades to the
ICS software.

5. Human Machine Interface (HMI) represents graphical and non-graphical user interfaces, but also the
workstations and the layout of the main control room. Site-wide monitoring of the ESS status, and
remote access are also included.

Figure 5.2: The three-tier architecture of the ESS control system. Upper layer: CS user interaction.
Middle layer: Processing, data management and configuration storage. Bottom layer: Equipment and
measurement acquisition.

These blocks reflect the three tier [1] architecture of the ESS control system in Figure 5.2. Each of the
three tiers will be run physically on computers with di↵erent set of requirements. The computers of the
HMI tier focus on ergonomics and usability2. The computers of the CS Core and BLED tier o↵er high
CPU performance, reliability and, depending on purpose, have access to substantial storage capacities3.

2Apple iMac, Microsoft Windows or a Linux distribution optimized for desktop use (for example, Gnome or KDE user
interface)

3HP ProLiant, Dell PowerEdge, etc.
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Characteris7cs	
  
•  Clock	
  frequency:	
  

88	
  Mhz	
  
•  Event	
  Granularity:	
  

20	
  ns	
  	
  
•  JiXer:	
  40	
  ps	
  
•  Prototype	
  plaYorm:	
  

MRF	
  
•  Uni-­‐direc9onal	
  system	
  

ESS Timing System 

5.2. CONTROL SYSTEM CORE 25

Figure 5.7: Timing System overview
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Control Boxes 
•  “Servers controlling a  

collection of equipment” 
•  Also, HW Standardization 

Equipment Interface – Control Boxes

Central RoomCentral Services

IP over Ethernet

Power Supplies Sector A
Control Box

RF Sector B
Control Box

Gatway Archive Operator’s workstation

Other networks

Model
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Control Boxes,  
the scope and responsibilities 
•  Statement, Fact(!): 

–  “ICS provides control 
boxes to ALL the 
stakeholders”! 

– … Well accepted 
– … But, what really is a 

control box? 
Control	
  Box:	
  CPU	
  board	
  +	
  Timing	
  Receiver	
  +	
  ICS	
  SoCware	
  

ICS	
  SoCware:	
  ICS	
  CODAC*	
  distribu9on	
  and	
  support	
  for	
  items	
  from	
  the	
  "ICS	
  shopping	
  list"	
  as	
  
defined	
  by	
  the	
  list	
  
Ownership,	
  responsibility	
  and	
  cos9ng	
  for	
  Control	
  Box:	
  ICS	
  
Example:	
  uTCA	
  CPU	
  board,	
  Opera9ng	
  system	
  (Scien9fic	
  Linux	
  6.0),	
  ICS	
  CODAC	
  3.0	
  
distribu9on	
  (EPICS	
  3.14	
  including	
  Struck	
  SIS8300	
  kernel	
  drivers,	
  EPICS	
  device	
  support,	
  CSS	
  
etc.),	
  uTCA	
  Timing	
  Receiver	
  with	
  EPICS	
  device	
  support.	
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HW issues and challenges 
•  Interface control 

–  ICS <-> Stakeholder,  
–  Control Box <-> Stakeholder System 

•  Enforcing and maintaining responsibility 
•  Support and knowledge transfer 
•  Compliance to “standards” 

–  HW, SW, tools etc. 

•  HW Platform(s) 
–  cPCI, uTCA for Physics (MTCA.4) 
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Protection Core Components 

4

The scope of ICS is best presented in terms of organisational blocks from the controls perspective as
shown in Figure 5.1:

1. Control System Core is the heart of the ICS and includes computer services that need to run continu-
ously irrespective of user activities, such as the archiving of process variable (PV) values, monitoring
of alarm states and slow feedback loops. It also includes the central systems such as timing, machine
protection system, etc.

2. Control Box is responsible for interaction with the equipment. It serves two purposes: to provide an
abstract representation of equipment to higher layers through which the equipment can be monitored
and controlled, and to implement real-time control loops.

3. Beam Line Element Databases (BLED) is the name for a set of tools and databases used for the
central storage of all the relevant information regarding the ESS machine and its configuraton.

4. Development Environment represents vital services that allow for proper development procedures,
artefact sharing, code storage, etc. It also provides a controlled way for developing upgrades to the
ICS software.

5. Human Machine Interface (HMI) represents graphical and non-graphical user interfaces, but also the
workstations and the layout of the main control room. Site-wide monitoring of the ESS status, and
remote access are also included.

Figure 5.2: The three-tier architecture of the ESS control system. Upper layer: CS user interaction.
Middle layer: Processing, data management and configuration storage. Bottom layer: Equipment and
measurement acquisition.

These blocks reflect the three tier [1] architecture of the ESS control system in Figure 5.2. Each of the
three tiers will be run physically on computers with di↵erent set of requirements. The computers of the
HMI tier focus on ergonomics and usability2. The computers of the CS Core and BLED tier o↵er high
CPU performance, reliability and, depending on purpose, have access to substantial storage capacities3.

2Apple iMac, Microsoft Windows or a Linux distribution optimized for desktop use (for example, Gnome or KDE user
interface)

3HP ProLiant, Dell PowerEdge, etc.
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Protection Core Components 
5.1. OVERVIEW 7

Figure 5.4: Overview of the main safety and protection systems at ESS. From bottom to top, the order
reflects increasing reliability demands: Machine Protection System (MPS), Personnel Protection System
(PPS) and Target Safety System (TSS). The TSS covers the Target Station systems, the A2T (Accelerator
to Target Station) section, and the inter-section between Target and Neutron Instruments while the scope
of MPS and PPS span the whole machine.

The control room will be built in at least two stages. During installation and commissioning of the
machine and the first Instruments, a temporary control room will be built. The temporary control room
will serve the role of the main control room until the building where the main control room will be housed
is completed. Since the main control room will not contain any hardware or analogue signals, i.e., only
monitors and control stations, it will be possible to move Operations from the temporary to the final control
room relatively easily as both rooms will exist in parallel for a time until the temporary control room can
be decommissioned. The main control room will be furthermore equipped with a kitchen, sleeping and
rest rooms, showers and a reception.

Control system data centre

A secure and local data centre named Data Centre Lund, supports the main control room where servers
for both the ICS and immediate post-processing of data from the experiments will be housed. High-speed
and secure networks and data storage capabilities will provide the necessary computing infrastructure for
both ICS and neutron instruments. Data acquisition from the experiments will pass through this data
centre on its way to permanent storage and analysis at the DMSC facility in Copenhagen, see Figure ??.
Only authorized personnel will have access to the data centre and related networks.

Networks

Since ESS is a high power, high profile facility, the control system access must be secure. The ideal
perimeter security would be complete isolation of ICS from the internet, though this is unreasonable since
e�cient remote diagnosis and support requires controlled remote access. Additionally, it may be desirable
to be able to control instruments and experiments remotely, see Section ??. Remote access to ICS should
only be possible through dedicated gateway hosts. External network access by any resources inside this
firewall must also be proxied at the firewall to limit the risk of malware or virus infection.

The tra�c on ICS internal networks will not be encrypted, since the ICS internal networks are presumed
secure and encryption hinders passive logging and CS diagnostics. There will be several independent

ICS	
  Responsibility	
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Integration Support 

4

The scope of ICS is best presented in terms of organisational blocks from the controls perspective as
shown in Figure 5.1:

1. Control System Core is the heart of the ICS and includes computer services that need to run continu-
ously irrespective of user activities, such as the archiving of process variable (PV) values, monitoring
of alarm states and slow feedback loops. It also includes the central systems such as timing, machine
protection system, etc.

2. Control Box is responsible for interaction with the equipment. It serves two purposes: to provide an
abstract representation of equipment to higher layers through which the equipment can be monitored
and controlled, and to implement real-time control loops.

3. Beam Line Element Databases (BLED) is the name for a set of tools and databases used for the
central storage of all the relevant information regarding the ESS machine and its configuraton.

4. Development Environment represents vital services that allow for proper development procedures,
artefact sharing, code storage, etc. It also provides a controlled way for developing upgrades to the
ICS software.

5. Human Machine Interface (HMI) represents graphical and non-graphical user interfaces, but also the
workstations and the layout of the main control room. Site-wide monitoring of the ESS status, and
remote access are also included.

Figure 5.2: The three-tier architecture of the ESS control system. Upper layer: CS user interaction.
Middle layer: Processing, data management and configuration storage. Bottom layer: Equipment and
measurement acquisition.

These blocks reflect the three tier [1] architecture of the ESS control system in Figure 5.2. Each of the
three tiers will be run physically on computers with di↵erent set of requirements. The computers of the
HMI tier focus on ergonomics and usability2. The computers of the CS Core and BLED tier o↵er high
CPU performance, reliability and, depending on purpose, have access to substantial storage capacities3.

2Apple iMac, Microsoft Windows or a Linux distribution optimized for desktop use (for example, Gnome or KDE user
interface)

3HP ProLiant, Dell PowerEdge, etc.
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Integration Support, motivation 
•  A common way to meet stakeholder 

requirements and needs to get the job done! 
•  Stakeholders approach ICS with:   

– Requirements 
– Plans 
– Orders 
– Money 
– Equipment 
–  Ideas 
– Other 
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ICS Integration support flow chart 
“I will not answer 
any questions  
without my solicitor 
present.” 
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Integration support examples 
•  DeltaTau GeoBrick motion control 
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Integration support examples 
•  Beam diagnostics 

Expert device GUI

Operator screens

EPICS

Device driver

Digitizer

Analog signal conditioning

Sensor

Standard memory 
interface

Custom memory 
interface

A/D interface

Custom data processing

Control Box

Timing  receiver EPICS & Driver

Timing receiver

Interlock/MPS

ETH

backplan
e

3.1

2

1

3.2

3.3

3

4

6

10

11

7

8

9

High-level services
(Archiving, Alarms, Post-mortem, 

Logging, ...)

12

trigger

EPICS driver (NDS)5



ESS | ICS at ESS |  2013-10-07 |  Miha Reščič 

Integration support examples 
•  Beam diagnostics 
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Integration support examples 
•  RF 
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Integration support examples 
•  Scientific Projects Division (Neutron Instruments) 

ICS DMSC 

PPSlocal 

Central Services 
[cooling and 

vacuum] 

Motion 
Control 

Detectors Sensors 
misc., not covered 

elsewhere 

Choppers 

PPSglobal 
Bulk Data 
Interface 

Data 
Aggregator 

Instrument 
Control 

EPICS 
software 

Control Box timing 

Data Storage 
Lund 

ICS Instrument 

Data Storage 
Copenhagen 

ICS Instrument 

Data 
Processing 

Scientific 
User 

Interface 

Expert User 
Interface 

?"

?" ?"

Slow Fast 

Sample 
Environment 

publish/subscribe 

ICS 

DMSC 

DG 

NT 

CG 

SE 

EE 

DMSC 

DMSC 

DMSC DMSC 

DMSC 

DG 
ICS 

ICS 

ICS 

ICS 

IC/DAQ/DA Architecture 
•  Bands represent “layers” 
•  Blue boxes indicate owners 
•  Connectors indicate 

connection and direction 
•  “?” indicates a connection 

the group was unsure was 
necessary or required 

•  PPS has a special connection 
to the control box 
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Integration issues and challenges 
•  Establishing and driving the process 
•  Communication and transparency 

–  Who is responsible for what, who does what, at what 
meeting we discuss what? 

•  Costing 
•  Bringing the users on-board 
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Facts 

[2013]	
  Today	
  

[2014]	
  
Intensive	
  
start	
  of	
  

development	
  
and	
  

prototyping	
  

[2015]	
  Major	
  
test	
  stands	
  
online,	
  major	
  
integra9on	
  

start	
  

[2016]	
  
Should	
  be	
  up	
  
and	
  running	
  

[2017]	
  Must	
  be	
  
up	
  and	
  running!	
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Conclusions 
•  We have: the goal, a plan and a strategy 
•  We are enforcing the strategy and modifying the 

plan accordingly 
•  We need: commitment, feedback, good team 

members and lots, lots of luck! 

Thank You! 


