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v Abstract

)
The Integrated Computer Control System (ICCS) at the National one Of TWO Of NIF S Laser Bays
Ignition Facility (NIF) uses Front-End Processors (FEP) controlling The Need for More T|me|y Problem Notification

over 60,000 devices. Often device faults are not discovered until a
device is needed during a shot, creating run-time errors that delay |
the laser shot. This paper discusses a new ICCS framework feature 5l ; ~ Problem: Hardware Faults Go Undetected

for FEPs to monitor devices and report its overall health, allowing SR ' « Most device hardware is not actively monitored, so faults
for problem devices to be identified before they are needed. Each , 5. Gl y <R C . are only detected when an attempt is made to use a device
FEP has different devices and a unique definition of healthy. The < ' e, S O Resolving the fault is then on the critical path;

ICCS software uses an object oriented approach using . Y gy 0, RTWS o troubleshooting results in shot cycle delays
polymorphism so FEPs can determine their health status and o I el he <

report it in a consistent way. This generic approach provides a5 B B . A i Problem: Display of Fault Information is Not Centralized
consistent GUI indication and the display of detailed information of g R < . - Device health is displayed only on specific GUI panels
device problems. It allows for operators to be informed quickly of e | e © i 2= - AT . Device problems that occur after process startup are
faults and provides them with the information necessary to pin g N8 e | ., cqds SNV not reflected in the process’ state

point and resolve issues. Operators now know before starting a : &
shot if the control system is ready, thereby reducing time and
material lost due to a failure and improving overall control system
reliability and availability.

Solution: NIF Device Health Monitoring Framework

« Added monitoring of remote embedded Ethernet networked syste
used by FEPs

Provided the framework for ICCS FEP processes to report
and display failures with devices they control

Added new process state ‘Unhealthy’ and tied FEP process
state to the health of the devices it controls

Centralized GUI display of ‘Unhealthy’ FEP processes

System Manager GUI Health Monitoring Framework
NIF’s Centralized Control Room has 14 Operators
<L

Extend Existing Process Display NIF System Manager : -— Front-End Processor (FEP) Health Agent

* Operators already look to the System B * Provides a standardized way to report FEP health to the System Manager GUI

M GUI f tat
DICIES )

Health Agent is a singleton object instantiated in each FEP process
Crrder List Processor 4 ¢ B

The new Unhealthy State is displayed in ' = | - Agent aggregates device states and reports changes to the System Manager
an off-red color, quickly indicating a ' : : ,

problem (@ p——— A N Devices may be optionally omitted from health reporting, useful during maintenance

|

Existence of Unhealthy processes can

be readily seen on bar graph () CIVSI_FEP:CIVS_PSS:icesdev0001
(C) CIVSI_FEP:MRS_CAMticcsdev0001

. C () CIVSI_FEP:0PAS_CAM:iccsdevi001
Right-clicking on Unhealthy process on . (7) CIVSLFEP:OPAS_ILLUM:icesdev001

tree list drills down to show details on () CIVSI_FEP:TARPOS-23%:iccsdev0001

all devices in the process () CIVSLFEP:TAS_CAL ILLUME:iccsdev000| .
() CIVSI_FEP:TAS_CAL_LED:iccsdev0001 |

() CIVSI_FEP:TAS_CAL_SURV:iccsdev0001
() CIVSI_FEP:TAS_CAM:iccsdev0001

() CIVSI_FEP:VISAR_CAM:iccsdev0001
O ernul_ics_fep:M1:iccsdev001

=@ Framewaorks

@ Config_Services:main:icesfwdev0001
. Data_Access_Serverticosfwdei001
@ Reservations_Server:iccsfwdev001

@ Alert_Dispatcher:main:iccsfwdev0002 |

Enable/
Disable Device

1]
0 groupis) and 1 nede(s) selected

] |l2013-09-13 12:22:58 PM: iccsfwdev0002 Machine_Historyniccsfwdev0002 -- Status set to "Process Is Ready”
State:  Unhealthy 0013-09-13 12:22:58 PM: icesfuden000] Copfio Services mainzicesfwdev0001 - Status set to "Process Is Ready”
Slice(s): Beam Contral, Industrial Controls linimiCr= 2408 PML iccsfwdev0001 Data_Access_Serveniccstwd e g
'| 013-09-13 12:22:58 PM: N9157055 ics_fep:M2:N9157055 -- Status set t healthy”
Order: 500 Panea 22:50 D0 jecsfwdevl002 Alert Dispatchermajm d g
013-09-1312:22:59 PM: iccsfwdevl0D2 Alert_Watcher:icosfwdev002 -- Status set to "Process Is Ready”
013-09-1312:22:58 PM: iccsfwdevl001 Reservations_Semver:icesfwdewl001 -- Status set to "Process Is Ready”

-
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"Process s Ready”

et to "Process Is Ready”

Dynarmnic:  False

0 Deeper to get De Deta Active Notification

Determining FEP Health State

BF Components Status - N9157055:ics_fep:M2 _ k ESRECR= How to alert operators when they are not looking at the e —— 3 * FEP Health Agent subscribes to device state updates
Database: devl35, Instance: fleming23_dev_master SyStem Man ager GUI? X did - EE . .
- Status: UNHEALTHY. Status Date: 2013-09-13, 12:22:43 » Health state logic evaluated when a device changes state
« System Manager GUI may be covered by other windows
T Clace NS Subs Location Unit Identifier Creation Alias « Default logic declares FEP Unhealthy if any device is faulted
UMHEALTHY IC5_OPC_HEALTH ICS M2 ICS CONMNECTION-S... STARTUP M2 OPC connecti...| =~ « When a process goes into an Unhealthy state, a popup window is displayed with _ _ o
FEP Device Informational Dialog =eINARY 1CS Q5B ARGON TAB-VALVE IGNORE  Argon Tab Valve | information on the process * FEP developers can easily override the default logic if needed
STOPPED  IC5_BINARY_COMTROL_BIMNARY ICS Q25T ARGON TAB-VALVE IGNORE  Argon Tab Valve
« Pop-up dialog launched by right-clicking gggﬁgg E‘Eﬁig‘ggﬂggt‘gmﬁ: E g‘;ﬂg i;ggm Eg':it:g igmggg irgﬂ" EE:E:% Popup window stays visible on top of all other windows - FEP health state change reported as quickly as device classes can
0 | - _ - rqon 1a dlive . . . .
on process in System Manager GUI STOPPED  ICS_BINARY CONTROL_BINARY ICS Q23T ARGON TAB-VALVE IGNORE Argon TabValve | || detect problems with the hardware, eliminating delays
STOPPED  ICS_BINARY_CONTROL_BINARY ICS Q248 ARGON TAB-VALVE IGNORE  Argon Tab Valve * Immediately alerts operators of problems regardless of which screen _ _ _ o _
 Status of all devices in the process are STOPPED  ICS_BINARY_CONTROL_BINARY ICS Q217 ARGOM TAB-VALVE IGNORE  Argon Tab Valve they are using * Device fault state event contains detailed run-time information used
displayed STOPPED  ICS_BINARY_COMTROL_BINARY ICS Q228 ARGON TAB-VALVE IGNORE  Argon Tab Valve by operators to help diagnose root cause
|STOPPED  ICS_BINARY_CONTROL_BINARY ICS Q22T ARGON TAB-VALVE IGNORE  Argon Tab Valve KF NIF Processes in an Unexp EENEER T
. . . STOPPED  ICS_BINARY_COMTROL_BINARY ICS 24T ARGON TAB-VALVE IGNORE  Argon Tab Valve
0 cEleriing & eeves cisplEys el STOPPED  ICS_BINARY_CONTROL_BINARY ICS g;_m ARGON TAB-VALVE IGNORE Argun Tab Valve Eile  View ~ Status  Help
published when the state change was ISTOPPED  ICS_BINARY_CONTROL_BINARY ICS Bu23 RMDE GATE-VALVE IGNORE  RMDE gate valve ]
reported |STOPPED  ICS_BINARY_CONTROL_BINARY ICS Bu33 RMDE GATE-VALVE IGNORE  RMDE gate valve Processes in an Unexpected State
ISTOPPED  ICS_BINARY_CONTROL_BINARY ICS Bu34 RMDE GATE-VALVE IGNORE RMDE gatevalve [+
« Device fault detection in the FEP _ o
provides run-time details that aid in Row Details =@ Problem Processes

------ @ ics_fep:M2:N9157055 F U t ure P I ans

Cﬂ-mpﬂ-nent status: UMHEALTHY
CS|M2IICS|CONMECTION-STATUS reported unhealthy, Failed

problem diagnosis and repair

What’s Next?

 Utilizing FEP Health Monitoring Framework
— FEP developers are beginning to add monitoring to device classes to detect and report faults
— Next phase will focus on remote and networked devices

I » Extending fault detection beyond FEPs
— Continuous effort to detect problems across all parts of the ICCS system
— Database monitoring
— Processor resource monitoring (CPU, memory usage, network bandwidth, etc.)

0 group(s) and 0 node(s) selected
o,
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