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Abstract

During the 10 years since it's first operational use, the scope and scale of the CERN Accelerator Logging Service (LS) has evolved significantly: from an LHC spe-
cific service expected to store 1TB / year; to a CERN-wide service spanning the complete accelerator complex (including related sub-systems and experiments)
currently storing more than 50 TB / year on-line for some 1 million signals. Despite the massive increase over initial expectations the LS remains reliable, and
highly usable - this can be attested to by the 5 million daily / average number of data extraction requests, from close to 1000 users.

Although a highly successful service, demands on the LS are expected to increase significantly as CERN prepares LHC for running at top energy, which is likely
to result in at least doubling current data volumes. Furthermore, focus is now shifting firmly towards a need to perform complex analysis on logged data, which in-
turn presents new challenges. The accompanying paper reflects on 10 years as an operational service, in terms of how it has managed to scale to meet growing
demands, what has worked well, and lessons learned. On-going developments, and future evolution are also discussed.
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Summary

After 10 years in operation, with close to zero downtime, and playing a vital role in the commis-
sioning and operation of CERNs particle accelerators, sub-systems and experiments — the
Logging Service can be considered a great success.

Good instrumentation has proven to be a vital ingredient for this success — understanding sys-

tem usage has helped shape the LS to meet requirements.

Providing a successful service inevitably leads to ever increasing demands being placed upon
it. Efforts are on going to bring additional value to the end-users of the LS, and to ensure con-
tinued scalability for the future.




