Software Architecture for the LHC Beam-based Feedback

System

L. K _Jensen, M. Andersen, K. Fuchsberger, S. Jackson, L. Ponce, R. J. Steinhagen, J. Wen-
hinger, CERN, Geneva, Switzerland

l T
I 3 "ll‘l 1Dy

51201311:”

ICALEPCS -

Abstract
This poster presents an overview of beam based feedback systems at the LHC at CERN. It will cover the system architecture which

1s split into two main parts — a feedback controller (OFC) and a service unit (OFSU). The paper presents some 1ssues encountered
during beam commissioning and lessons learned including follow-up from a recent review which took place at CERN
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Conclusions and outlook

The OFC/OFSU server combination has allowed running the LHC beam-based feedback reliably allowing rapid setting-up of new running
scenar10s. This has allowed subsequent feed-forward reducing the required real-time corrections to deal with slowly drifts of position and
betatron tunes. During LS1, a small team has been put 1n place with an aim of looking critically at performance, design and implementa-
tion decisions and propose alternative solutions for running feedbacks 1n the years to come.




