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The Integrated Computer Control System (ICCS), used by the National Capturing ICCS Logs in Splunk Example: Automatic Alignment Loop Times
Ignition Facility (NIF) provides comprehensive status and control
capabilities for operating approximately 66,000 devices through 2,600 Splunk, developed by a company of the same name, enables ICCS For each NIF experiment, ICCS executes a complex 1
processes located on 1,800 servers, front end processors and : _ )
scale, operational control software, and improving system reliability comprehensive tools for archiving, indexing/searching, parsing, step, or “loop” takes time to perform. NIF operators g 40
and availability, is a critical maintenance activity. In this paper we : : . " : have observed that loop times were increasing over Z
describe the ICCS message logging framework. with tunable detail analyzing, and visualizing tremendously large quantities of log file data. several days. Here is an examole 1og entry for the i
levels and automatic rollovers, and its use in analyzing system ' _ =
behavior. ICCS recently added Splunk as a tool for improved archiving « All log data generated by NIF ICCS, as well as the ICCS QA and Integration AA_BEAM_TO_TAS_COARSE |oop: 5 5
and analysis of these log files (about 50GB, or 35 million logs, per day). environments, is captured and stored in Splunk —about 50GB per day in total :
Splunk now continuously captures all ICCS log files for both real-time &
examination and exploration of trends. Its powerful search query . Tvoicall | by i 1able in Solunk | ds after it is stored in th 2013/08/17 02:15:06.959 S_LOG 1o
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problems analysis, and provides instantaneous notification of specific LOOP_EXECUTION [4.4681] AA|B453|FOA|SEG-MGR Sanjua it Menfuglz Tusfugls WedAug e ThuAug 1>
system behaviors « ICCS configured Splunk to automatically extract data and time stamp, log level, Time

taxon, thread, instance, process, NIF location, and processor.

The number in brackets is the time in seconds for the loop to complete. The chart above depicts
/\ these duration. A restart of several Alignment Front End Processors (FEPS) fixed the issue (the last

ICCS Message Log Framework _ _ |
\/ bar). Here is a Splunk query to chart loop performance, using a regular expression:

A core framework of ICCS is the MsgLog (“message log”)
API for recording status messages to a file system.

Implemented in both Ada and Java, all ICCS software layers Processes Database
use this logging engine.
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Example: Experiment Archiving
* Log files are rolling, with old messages on the file system

i ) . . f tter = durati v
removed at regular intervals m—" eer—— Following the execution of an experiment (or ormatter avg(duration)
lewi ' he first | il search  Prodection = QA+ | Dol e oo “shot”), ICCS device archives experiment results to nif subsystems. pcs.db.CurrentMonFormatter 47 554560
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* ICCS typical has 8,500 log files (18gb) after all log 3 selected fields =
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BRI sPlunk Alogsmon_rep__to depicts average archiving performance across all NIF locations (e.g. all beamlines). This information
I 10 interesting fields summary Search Status - Dashboards & Views - Searches & Reports - Abo 1 1 1 1 " I I
Ada Logging Example o index () . i vertes IS valuable in improving the overall post-shot data archiving time.
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; " . a pid (2) matching events - _ s 3 . . . . . .
| releasing AMC LCU", Get Taxon (Self)); eote fom 111000 A St 1310 112419 A0t S 15 2011 extracted. The duration field requires a regular expression. The query to generate this table is below. N
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: . . . . | search shotId=N130804-001-999 |
log.logException ("Unable to 1nitialize | MorStatusDisplay stats avg(duration) by formatter
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Log File Structure | Example: Server Monitoring
All ICCS log files share a consistent storage location, Hevemetean | | | | | | | | | | . . -
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fillename structure, and log format T i scconds) v . .
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Splunk is used to analyze OEM data in Oracle
instance Example: Characterizing Log Files database tables just like log data. The Splunk query —
I below gathers OEM metrics data and plots the :
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RS s e nesieE AUIE 0R 04 0 56 5 With 2,600 processes which are generating a e - e i servers( g = )
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: . . . Conti Services 57 12175487 This query resides in an XML file, used by Splunk
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These queries work by piping data (with “|”) — ? -

T_LOG (Tertiary), [ control poin w from one command to another. The query The two hosts in this graph are both Oracle Virtual Machines (OVMs); as a result of this analysis, memory

1 E_LOG (Ecept“’r‘s) ide”tﬁcat“’” 1 below produces the chart on the right: for both were increased (as can be seen in the graph). OVM technology allowed this to be done without a
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| The reSUItlng Chart IS Interactive — CIICl_(Ing O_n the flr_St row WI” aUtomatlca”y dfl” $selectedDays$ and d.target type = 'host' and d.target name like 'iccsfwprod$%' and d.metric_column = '$selectedReport$'" |
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instance="nif" E_LOG program="MOR FEP"
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