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Abstract

As part of the control system upgrade at the Advanced

Light Source (ALS) the existing intelligent local controller

(ILC) modules have been replaced. These remote in-

put/output modules provide real-time updates of control

setpoints and monitored values. This paper describes the

’ILC Replacement Modules’ which have been developed to

take on the duties of the existing modules. The new mod-

ules use a 100BaseT network connection to communicate

with the ALS Experimental Physics and Industrial Control

System (EPICS) and are based on a commercial FPGA

evaluation board running a microcontroller-like applica-

tion. In addition to providing remote analog and digital

input/output points the replacement modules also provide

some rudimentary logic operations, analog slew rate limit-

ing and accurate time stamping of acquired data. Results of

extensive performance testing and experience gained now

that the modules have been in service for several months

are presented.

INTRODUCTION

For over twenty years the Advanced Light Source

at Lawrence Berkeley National Laboratory has relied

on locally-developed Intelligent Local Controller (ILC)

modules[1] to monitor and control low-speed analog and

digital signals. The ILCs communicate with the rest of the

control system through a multi-drop 2 Mb/s serial link con-

nected to a Multibus I processor which now connects to the

newer EPICS-based control system equipment. The serial

links and Multibus I processor now represent a consider-

able bottleneck to performance and are increasingly diffi-

cult to maintain. Design effort to replace the ILCs began

in 2010. The possibility of replacing the ILCs with com-

mercial Programmable Logic Controllers (PLCs) was in-

vestigated but ultimately rejected because of the major ef-

fort in recabling to accommodate the PLC physical archi-

tecture. The decision was made to simply replace the ILCs

with more modern equipment while retaining the card edge

connector and signals of the original. The recabling effort

was thus reduced to replacing the multi-drop serial links

with 100BaseT ethernet links between the IRMs and the

network switches.

SYSTEM DESCRIPTION

The form factor of the IRM matches that of the ILC mod-

ules that it replaces. It is a 3U high and 220 mm deep

∗This work was supported in part by the U.S. Department of Energy

under Contract Number DE-AC02-05CH11231.

Eurocard format with a 96-pin rear panel connector. The

entire circuit board is mounted inside a shielding canis-

ter to reduce coupling of ambient electrical noise to the

analog input and output signals. Power consumption has

been reduced from the approximately 5 W of the ILC to

less than 3 W. A block diagram of the IRM hardware is

shown in Figure 1. The core component of the IRM is

the LX9 MicroBoard based on a Xilinx R© Spartan R©-6 LX9

FPGA[2]. In addition to the FPGA the MicroBoard pro-

vides dynamic RAM, flash memory, a 100BaseT ethernet

interface and input/output lines used to communicate with

the other IRM components. The FPGA firmware provides

a Microblaze[3] embedded processor with additional pe-

ripheral firmware modules to support communication with

the components on the carrier board on which the FPGA

microboard is mounted.

The ranges of the analog channels and the signal levels

of the digital channels on the backplane connector match

those of the ILC. The analog to digital converter (ADC)

used in the IRM is an Analog Devices AD7606 6-channel,

16-bit device. A notable feature of this chip is its ability

to sample and average 64 values for each ’convert’ request.

The equivalent sampling frequency for the IRM is thus in-

creased from 1 kHz to 64 kHz. This reduces the effects of

high frequency noise and greatly reduces aliasing of high

frequency components. Four of the channels are driven by

signals from the backplane connector conditioned by a dif-

ferential amplifier providing up to 200 V of common mode

signal. Another channel is used the measure the analog

signal from a sensor measuring the ambient temperature.

The digital to analog converter (DAC) is an Analog Devices

AD5764 4-channel, 16-bit device. The port expander chips

are Maxim 7301 28-bit devices. The port expander con-

nected to the backplane operates from a +5 V supply. The

digital channels are arranged as six banks of 4 bits each.

Four of these banks are configurable as inputs or outputs.

The other two banks are always inputs from the backplane.

The FPGA board is mounted on the main IRM circuit

board so that the RJ45 ethernet connector and the micro-

USB console connector are accessible through the front

panel. A full color 64 row by 96 column OLED front panel

display is used to show the status of the digital input output

signals, the DAC and ADC voltages, the value read from

the temperature sensor and the status of the network con-

nection to the EPICS Input/Output Controller (IOC) appli-

cation to which the IRM is connected. Front panel controls

consist of a pair of rotary 16-position switches used to set

the IP address of the IRM and a single push button. To

prolong its life the OLED is shut down after more than 30

minutes of inactivity. Pressing the button turns the display
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Figure 1: IRM hardware showing commercial FPGA board and added components.

on for another 30 minutes. Pressing and holding the but-

ton for more than 5 seconds puts the IRM into program-

ming mode in which updated FPGA firmware or software

can be loaded into the microboard flash memory using a

TFTP server in the FPGA. Holding the button down during

power-up causes the IRM to enter calibration mode when

attached to a special calibration fixture. All ADC and DAC

gains and offsets can be set using this fixture and a single

precision voltmeter.

An ILC module can act as an IEEE-488 general purpose

bus controller. This capability has been dropped from the

IRM since the few devices at the ALS which are still con-

trolled using this mechanism can be connected to the con-

trol system through ethernet-based IEEE-488 controllers.

The IRM software for the Microblaze processor was

produced using the Xilinx Software Development Kit and

the Standalone board support package. No operating sys-

tem layer is present. The execution environment is single-

threaded and driven by interrupts from a 1 kHz timer to set

the sampling rate and from the ethernet controller to com-

municate with the EPICS IOC. The networking calls use

the raw Lightweight Internet Protocol (LWIP) interface.

This provides good performance with very little overhead.

NETWORK PROTOCOL

The IRM receives all packets on UDP port 7094. All

IRM packet transmission is from this port to whatever ports

have been chosen by the IOC. Multibyte values are sent

in the order of the IOC architecture so no byte swapping

is needed at the IOC. Byte swapping, if necessary, is per-

formed for all packets at the IRM. All packet components

are 16-bit. This makes the IRM byte-swapping routine very

simple. 32-bit values are sent as two separate 16 bit words

explicitly labelled Hi and Lo.

A simple receive-only network time protocol (NTP)

client is implemented in the IRM firmware. The lab time

server machine broadcasts an NTP time synchronization

packet 64 seconds. The latency in the delivery of these

broadcast packets is low enough to allow the IRMs to main-

tain time values within 1 ms of other NTP clients at the

facility and to within 100 µs of each other.

• Endian-detect number.

• 32-bit value of integer number of seconds since

EPICS epoch.

• 16-bit value of fraction of a second, in 20 s steps, since

above integer number of seconds.

Commands and replies share the same packet structure.

There are special packets for device identification replies

and for timer histogram readout replies. After sending a

command the IOC waits one second for a reply. If no reply

is received within this time the command is retransmitted.

Five attempts are made after which the IOC reports a com-

munication error.

• Endian-detect number.

• 16-bit command/reply code (e.g. SET_BOOLEAN,

CLEAR_BOOLEAN, SET_DAC).

• 16-bit command/reply sequence number.

• 16-bit channel number.

• 32-bit value.

On startup the IOC sends a subscribe packet to the IRM

containing:

• Endian-detect number.
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• A 16-bit value of which 4 bits are used to specify the

direction of the bidirectional digital I/O bits.

• Four 32-bit values setting the maximum slew rate of

the analog outputs.

• Four groups of two 32-bit values (output bitmap and

enable bitmap) and one 16-bit value (timer) config-

uring the software seals which are simple IRM state

machines used to inhibit setting or clearing of digital

outputs until some particular set of digital inputs con-

ditions is met.

Upon receipt of a subscribe packet the IRM begins sending

data packets to the IOC at a rate of 50 packets per second:

• 16-bit packet sequence number.

• 16-bit IRM identification number as set by the IRM

front-panel rotary switches.

• One 32-bit value and one 16-bit value containing the

time value from the most recent time synchronization

broadcast.

• 32-bit sample index counter value when the last sam-

ple of this packet was acquired.

• 16-bit IRM temperature.

• 16-bit IRM status (Calibrated, Power OK).

• 32-bit bitmap of digital I/O values that have changed

state since the final sample of the previous data packet.

• 32-bit bitmap of digital outputs before software seals

have been applied.

• 32-bit bitmap of digital outputs after software seals

have been applied.

• 16-bit value of which 4 bits are used to indicate the

direction of the bidirectional digital I/O bits.

• The value of the 32-bit 100 MHz tick counter when

the last sample in the packet was acquired. The tick

counter is reset when a rising edge is detected on the

INT1 input. This allows a timing system event re-

ceiver to provide fine time synchronization of IRM

data.

• 20 data samples, each containing four 16-bit ADC val-

ues, four 16-bit DAC values, and a 32-bit bitmap of

digital port state.

HARDWARE UPDATES

A prototype IRM built using evaluation boards available

from the manufacturers of the ADC and DAC chips was

constructed. The prototype proved that the chosen com-

ponents were capable of meeting or exceeding the per-

formance of the ILCs. Initial development of the FPGA
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Figure 2: Timer interrupt latency for LX25 hardware.

firmware was somewhat troubling in that the implemen-

tation of the on-chip processor and associated peripherals

consumed every logic slice of the LX9 FPGA. This was

unacceptable since it allowed no room for further additions

to the firmware. The solution to this problem was quite

simple. The Spartan 6 LX25 chip has the same pinout and

footprint as the LX9 but has over twice the number of logic

elements. A custom version of the microboard was pur-

chased with an LX25 chip in place of the LX9.

The increase in available logic elements allowed the im-

plementation of the on-chip Microblaze processor to be im-

proved in several ways.

• The instruction and data cache memories were dou-

bled in size, from 8 kB to 16 kB each.

• The data cache architecture was changed from write-

through to write-back. This allows main memory

write operations to be deferred until the memory is

otherwise idle.

• Instruction stream readahead was implemented. This

increases the chances that an instruction will be in the

cache when needed.

• Cache buffering was increased so that the eight most

recently flushed cache lines were held.

Figure 2 shows the latency for the LX25 hardware with

the firmware improvements noted above. The worst case

response time is less than 102 µs. This represents a con-

siderable improvement over the LX9 hardware which ex-

hibited a worst case response time of 164 µs. The result is

that jitter in the sampling of the analog and digital inputs

has also dropped by this amount.

An additional benefit of the additional resources pro-

vided by the LX25 was that the extra logic elements al-

lowed an NTP time synchronization block to be added to

the firmware.
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Figure 3: Analog I/O performance.

ANALOG INPUT/OUTPUT

PERFORMANCE

To provide an end to end test of the performance of the

analog input/output hardware an analog output channel was

externally looped back to an analog output channel and

the value read from was recorded as the output was swept

through a range of values using the ramp output feature.

The output ramp rate was set to 1 mV/ms and the values of

20 consecutive analog input samples were averaged result-

ing in a sample rate of 50 Hz. A plot of the portion of the

acquired data is shown in figure 3. Several points are ap-

parent. The first is that the individual DAC steps are clearly

visible. This is a result of the increase in effective number

of ADC bits provided by the sample averaging. The next

point that can be inferred is that there is very little noise

present in the ADC readings at each DAC step. It is clear

that the DAC outputs are quiet and that the ADC reading

noise is well within one ADC count.

An independent test of the noise and drift present on the

DAC outputs was performed by using a precision voltmeter

to measure the DAC signal over an 18 hour period. In this

time the noise was found to be less than 5 µV RMS and

the drift less than 15 µV. Both these values are far below a

single DAC step of approximately 305 µV.

CONCLUSION

Results of tests using the prototype show the perfor-

mance of the analog input and output channels to be su-

perior to those of the ILCs. The front panel display allows

for quick monitoring the status of the module and the level

of all I/O signals. The new system provides full logging of

every sample for up to 10 days as well as providing EPICS

process variables for every analog and digital input and out-

put point. At the time of writing 110 modules have been

in production use for over eight months. In that time no

hardware issues have occurred. Over 75 × 10
9 data log-

ging packets have been received with no packet loss during

machine setup and user operations. In addition, 99.9998%

of commands sent to the modules were acknowledged im-

mediately and the remainder were acknowldedged after the

first retry.
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