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twice: one time by the virtual machine and one time by 
the hypervisor in which the virtual machine is running. 

 Significant improvements have been measured as well 
adding to the default mount options of the VMs 
filesystems the “noatime,nodiratime” option as well as 
mounting the /tmp as tmpfs. This last measure keeps 
temporary files on a local RAM disk rather than soliciting 
external storage.  

By default in ext3 for each read-request a write request 
will be triggered in order to update the file and directory 
access time. 

Starting a “Name Server/LDAP” caching daemon and 
disabling IPv6 improved the users experience for the kind 
of virtual machines which are dedicated to general log-in. 
In this way the virtual machine does not need to do a 
request to the DNS and LDAP servers every time an 
hostname, an IP address or a UID/GID needs to be 
resolved. 

For the virtual machines that are creating a lot of IOPS 
a solution based on moving the ext3 metadata away from 
the data in a dedicated SSD RAID set has been put in 
place. The details of this will be described in a 
forthcoming, dedicated publication.  

This solution which is order of magnitude faster in 
terms of IOPS compared to the SATA RAID set works 
also for real machines and is achieved through LVM 
moving the physical extents in which the metadata is 
stored to an SSD RAID set. 

Regarding the tuning of the hypervisors particular 
attention was given to the fiber channel interfaces in 
which we decreased the frame size to  512 Bytes allowing 
a more number of frames and consequentially of IOPS to 
the storage in the same interval time.  

LHCB VIRTUAL NETWORKS 
Live migration of VMs is one of the main advantages 

of having a virtual infrastructure making the machines 
less vulnerable to HW failures. 

This put same constraint on the network configuration 
and according to common security procedures three 
virtual firewalls based have been put in place in order to 
isolate virtual networks and demilitarized zones. These 
are shared between the real machines using VLAN 
through a 10 Gb/s link. 

The two 1 Gb/s links are dedicated respectively to 
cluster management communications and as up-link to 
CERN network/Internet. 

 

Figure 4: Logical Virtual Networks. 

For high-availability reasons the LHCb networks have 
been linked through a 10Gb/s connection per server with a 
switch uplink the LHCb core router of 20 Gb/s made by 
two link on two different linecards using the Link 
Aggregation Control Protocol (LACP). 

A logical map of the virtual network is illustrated in 
Figure 4. 

NETWORK PERFORMANCES 
We measured the network throughput and the network 
latency from a KVM and a hyper-v virtual machine with 
the paravirtualized drivers installed, to a real server inside 
the LHCb network linked to the core router.  
The tests have been done with iperf [6] and ICMP echo 
requests/replies. 
The results are for KVM respectively ~1.50 Gb/s of 
throughput and ~0.3 ms of latency and for Hyper-V 
~900 Mb/s of throughput and ~0.2 ms of latency. 
In both hypervisors when the network traffic is filtered 
and routed by an additional virtual machine the latency 
time increases to ~0.6 ms and the bandwidth decrease to 
~250 Mb/s 

INTEGRATION WITH QUATTOR 
CLUSTER MANAGEMENT TOOL  

The main problem in deploying OS on a Hyper-V 
virtual machine is the lack of pre execution environment 
(PXE) support when paravirtualized driver are used.  

This is not the case for the KVM based VMs because 
the paravirtualized drivers called VIRTIO are included in 
the main vanilla kernel since version 2.6.20 and ported 
back by RedHat/Scientific Linux to version 2.6.18. 

The virtual machines are now installed using 
QUATTOR, a system administration toolkit that provides 
a powerful, portable, and modular set of tools for the 
automated installation, configuration, and management of 
linux clusters and farms, like any real machine in the 
experiment [7]. 
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ISSUES 
Unlike the first study done on Microsoft Hyper-V we 

did not find any problems with networking, multicast and 
ACPI, also licensing problems with PVSS are not present. 
The main problem is the current storage backend, whose 
RAID system is not optimized for random IOPS. 

CONCLUSIONS 
The LHCb virtual infrastructure is now based on 

RHEV. Careful tuning allowed us to achieve very good 
latency and network and storage throughput.  

The current system is however affected by a bottleneck 
in terms of random IOPS limiting the number of VMs to 
be executed at the same time. 

A new storage solution will be chosen and bought in 
Q4 2011. The requirements derived from studies 
conducted for this paper will guarantee a maximum 
number of concurrent VMs of at least 180. 

Once the acquisition will be completed we will 
continue to deploy more VMs focusing on the control PCs 
of the experiment. 
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