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THE HIGH LUMINOSITY CHALLENGE: 
 POTENTIAL AND LIMITATIONS OF HIGH INTESITY HIGH 

BRIGHTNESS BEAMS IN THE LHC AND ITS INJECTORS* 

R. De Maria, G. Arduini, D. Banfi, J. Barranco, H. Bartosik, E. Benedetto, R. Bruce, O. Brüning, 
R.Calaga, F. Cerutti, H. Damerau, L. Esposito, S. Fartoukh, M. Fitterer, R. Garoby, S. Gilardoni, 

M. Giovannozzi, B. Goddard, B. Gorini, K. Hanke, G. Iadarola, M. Lamont, M. Meddahi, E. Métral, 
B. Mikulec, N. Mounet, Y. Papaphilippou, T. Pieloni, S. Redaelli, L. Rossi, G. Rumolo, 

E. Shaposhnikova, G. Sterbini, E. Todesco, R. Tomás, F. Zimmermann (CERN, Geneva), 
A. Valishev (Fermilab, Batavia, Illinois)

Abstract 
High-intensity and high-brightness beams are key 

ingredients to maximize the LHC integrated luminosity 
and to exploit its full potential. This contribution 
describes the optimization of beam and machine 
parameters to maximize the integrated luminosity as seen 
by the LHC experiments, by taking into account the 
expected intensity and brightness reach of LHC itself and 
its injector chain as well as the capabilities of the 
detectors for next run and foreseen upgrade scenarios. 

INTRODUCTION 
The LHC proton-proton programme aims at steadily 

increasing the luminosity production rate in the next two 
decades, in order to reach the target of 3000 fb-1 with the 
High-Luminosity LHC project (HL-LHC) [1, 2]. High 
intensity, high brightness beams are key ingredients to 
reach these goals. Several interventions associated to long 
shutdowns (LS), will address and overcome several 
limitations. Notably the LHC injector upgrade project 
(LIU) [3, 4], scheduled for implementation during LS2, 
aims at providing the most intense and bright beams that 
LHC can store, accelerate, and collide with high 
efficiency and reliability. In the following we discuss the 
intensity and brightness limitations in LHC and injectors, 
together with their potential in terms of expected 
integrated luminosity for ATLAS and CMS experiments. 

LHC LIMITATIONS 
The LHC has being designed to store and collide 2808 

25 ns spaced bunches populated by 1.1 1011 protons in 
two counter-rotating beams. Magnet apertures have been 
specified to allow a normalized emittance of 3.75 μrad to 
be used operationally [5]. Together with β*=55 cm, the 
beam parameters allow reaching the so-called nominal 
luminosity of 1 1034 cm-2s-1. During Run I the LHC 
operated at 50 ns and with up to 1.7 1011 protons per 
bunch (ppb) in 1380 bunches, which represented the best 
parameters to maximize the integrated luminosity in the 
presence of strong e-cloud effects observed and 
anticipated for 25 ns beams [6]. However, 50 ns beams 
saturate quickly the reconstruction capabilities of the 
detectors due to the large pile up of events per crossing. 
Therefore, Run II will be devoted to establish 25 ns bunch 

spacing beams to aim at doubling the integrated 
luminosity for about the same pile up, thanks to the 
higher-than-nominal bunch intensities that may be 
obtained from the injectors’ chain after mitigation 
measures addressed during LS1, and an aggressive plan of 
scrubbing with special beams [7]. 

On a longer time scales, it is expected to be possible to 
bring in collision 2.2·1011 ppb for a total of about 1 A of 
circulating beam current, provided that: a) e-cloud issues 
are solved by increasing the cooling capacity of the 
standalone quadrupoles (possibly including also coating 
of the upgraded ones), and by efficient scrubbing of the 
arcs; b) coupled-bunch instabilities are stabilized by the 
transverse damper; c) single-bunch instabilities can be 
stabilized by means of Landau octupoles or by the head-
on beam-beam tune spread in a collide-and-squeeze 
operation mode (see Ref. [8] and references therein). It is 
expected that 5% of the total intensity is lost during the 
whole cycle, but keeping and average lifetime below 22 h 
and in any case never lower than 0.2 h. 

Large bunch intensities associated with small emittance 
result also in large emittance blow-up due to intra-beam 
scattering (IBS), which has to be added to that generated 
by unknown noise sources (about 10 % from injection to 
stable beam and more in the vertical plane). Figure 1 
shows the expected horizontal emittance blow-up as 
predicted by an IBS model through an injection, ramp and 
squeeze cycle [9], to which a 10 % should be added to 
account for observed and unknown sources of emittance 
growth. High brightness beams, in particular those that 
can be obtained with small emittance, may surpass the 
damage limit of the injection protection devices in case of 
failure scenarios, because of the energy density. A 
programme to replace these devices with more robust 
material is foreseen for after LS2 [10]. Nonetheless, it is 
worth noting that small emittances, even if not completely 
exploitable due to, e.g., IBS effects, provide a natural 
safety margin against growth effects. For large emittance, 
the very good alignment of the LHC magnets resulted in 
ample margins to fit comfortably nominal emittance 
beams with the typical injection oscillations. 

 
* The research leading to these results is partly funded by the 
European Commission within the Framework Programme 7 
Capacities Specific Programme, Grant Agreement 284404. The 
HiLumi LHC Design Study is included in the High Luminosity LHC 
project  
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Figure 1: IBS emittance growth through injection, ramp 
and squeeze as a function of the injected emittance and 
bunch population for longer-than-nominal bunches. The 
emittance growth can be fairly fitted in almost all the 
parameter space by Δε ≈ 0.2 µm · Nb/εinj, where Nb is the 
bunch population in units of 1011 and εinj is the emittance 
in units of µm. 

INJECTORS’ LIMITATIONS 

LHC injectors existed long before the LHC ring and 
served former experiments, while now provide beams 
also to fixed target experiments at different extraction 
energies. The injector chains for proton LHC beams [11] 
starts with Linac2 that provides 50 MeV bunches to the 
four rings the PSB, which accelerates them to 1.4 GeV for 
the injection of 4+2 bunches in two PS injections. During 
the PS cycles, the injected bunches are further split 
multiple times to obtain a train of 72 bunches with a 25 ns 
structure that is injected from 2 or 4 times in the SPS at 
26 GeV. The SPS accelerates the bunch trains that are 
injected 12 times to fill the LHC. The injector chain 
proved already to be able to provide beams that exceed 
the nominal LHC beams [12]. Further progress are 
expected during the Run II thanks to an alternative beam 
production scheme called BCMS that allows to inject less 
bright beams in the PSB for the same final intensity in the 
SPS thanks to 4+4 bunches injected in the PS and a 
reduced number of longitudinal bunch splitting [13]. The 
cost is however producing fewer bunches per train, 
resulting in less bunches available in the LHC. Some of 
the known injector limitations will be further mitigated by 
the LIU project that with the new Linac 4 [14], the PS 
injection energy increase to 2 GeV [15] and the upgrade 
of the SPS RF system [16] will lower the brightness 
limitations of the Booster and PS and increase the 
maximum intensity in the SPS (see Ref. [17] and 
reference therein). It is possible to summarize the beam 
parameter for different scenarios configurations by a 
brightness limitation coming from either the Booster or 

the PS and a total intensity limitation given by the 
accelerating system of the SPS [18]. Figure 2 shows a 
synthesis of the above-mentioned limitations as a function 
of injected emittance and bunch population for scenarios 
post-LS1 and post-LS2 on top of the integrated 
luminosity expectations of the LHC that will be discussed 
in the next section. 

LUMINOSITY POTENTIAL REACH 
The LHC hosts four detectors: ATLAS and CMS for 

high luminosity collision, LHCb for precise 
measurements at lower luminosity and Alice devoted to 
the Heavy Ion program. The experiments require the 
maximum usable integrated luminosity not exceeding the 
event pile-up or peak luminosity limits [19]. The present 
limits need to be increased after LS3 (with about 300 fb-1 
accumulated) in order to keep increasing the statistical 
significance of the acquired data, that will otherwise 
saturate at constant luminosity. The HL-LHC upgrade 
foresees both an upgrade of the experiments [20] and of 
the LHC ring to fulfil the goal of reaching 3000 fb-1 in the 
following decade of LHC operations thanks not only to 
the increased intensity but also to the reduction of β* and 
the installation of crab cavities (see Ref. [21] and 
reference there in). Table 1 shows the present and 
upgraded pile-up and luminosity limits. 

Table 1: Assumed detector limits for the LHC after LS1 
and after LS3 in terms of maximum average event pile-up 
or maximum luminosity 

Exp. LHC HL-LHC 

ATLAS 50 events/crossing 140 events/crossing 

CMS 50 events/crossing 140 events/crossing 

LHCb 4 to 6 1032 cm-2s-1 4.5 events/crossing 

Alice 5 1029 to 2 1030 cm-2s-1 2 1031 cm-2s-1 

The LHC annual operation planning consists in about 
160 days of scheduled physics time and the rest is needed 
for shutdown, maintenance, intensity ramp-up and 
machine development. The registered performance 
efficiency is around 50 % due to faults of several origins 
[22]. The minimum turnaround time is estimated to be 
about 3 hours [23]. The maximum number of bunches 
depends on the production scheme. The standard one is 
favoured with 2748 bunches over the 2608 of the BCMS, 
due to the larger number of PS injections needed to fill 
the SPS and correspondingly more gaps in the LHC 
filling scheme [24]. 
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Figure 2: Yearly luminosity expectation as a function of the injected emittance and bunch population from the injectors 
for different post-LS1 (top, β*=60 cm) and post-LS3 (bottom, β*=15 cm, crab cavities) scenarios with the BCMS (left) 
and standard (right) beam production scheme for the same pile up limit. The luminosity model only includes burn-off 
and injection to stable beam expected losses and emittance blow-up (IBS plus noise sources). 80 days of continuous 
successful fills are assumed resulting from 160 days of scheduled physics and 50% of performance efficiency. The 
green lines represent the bunch population limitation of the SPS and the blue lines the brightness limit in the PSB and 
PS. 

For a given scenario it is possible to compare the 
brightness curves obtainable by the experiments and the 
expected yearly-integrated luminosity in order to identify 
the optimal working point. Figure 2 shows the expected 
yearly luminosities using a simple luminosity evolution 
model that includes only the burn-off [25] as a function of 
the injected emittance and intensity assuming the 10 % of 
emittance blow-up plus IBS and 5 % losses. This 
simplified model is realistic in the parameter range of 
interest, although is optimistic for low emittance beams 
for which the IBS growths during collision contribute to 
decrease the luminosity lifetime, which is partially 
restored by radiation damping at 7 TeV. Table 2 shows the 
expected daily luminosities with a more refined 
differential model that includes burn-off, IBS and 

synchrotron radiations. From the plots one can conclude 
that for any scenario the optimal point is when the 
brightness is larger with the maximum intensity. The 
BCMS scenario, although offering higher brightness, pays 
a large price due to the smaller number of bunches, which 
still makes it attractive for after LS2, but it is definitely 
less performing for the HL-LHC case for which the 
luminosity lifetime is the only lever arm to reduce the 
number of fills per year. It has to be noted that for the HL-
LHC it is essential to be able to obtain long fills as shown 
in Table 2. Due to the key role of bunch intensity on the 
integrated luminosity, an alternative scenario, in which a 
200 MHz main RF system is installed in the LHC ([26], 
and references therein) in the LHC, is under study and can 
potentially allow an increase in the injected intensity from 
the SPS, although studies needs to confirm it. The system, 
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Table 2: Daily luminosity expectation for different LHC scenarios Post LS1 and Post LS2 by using differential 
luminosity model that includes burn-off, IBS and radiation damping  

Scenario Bunch 
Spacing 

(ns) 

Bunch 
Population 

(10
11

) 

Production 
scheme 

coll 
(µm) 

Pile-up 
Max/Lev. 

Daily 
Luminosity 

(fb-1) 

Fill 
duration 

(h) 

Levelled 
time 
(h) 

LHC 
6.5 TeV 
β*=60 
cm 

25 1.2 
Standard 2.8 30/50 0.58 10.1 no level

BCMS 1.7 50/50 0.78 7.5 no level

50 1.6 
Standard 2.0 76/50 0.53 8.1 5.6 

BCMS 1.6 95/50 0.52 7.8 4.4 

HL-LHC 
7 TeV 
β*=15 
cm 

25 1.9 
Standard 2.3 419/140 2.99 7.2 5.7 

BCMS 1.9 510/140 2.93 7.8 6.7 

25 2.2 Standard 2.5 517/140 3.17 8.6 7.3 

50 3.5 Standard 3.0 517/140 1.7 15 14.1 

together with the existing 400 MHz RF system, could 
allow increasing the bunch length to reduce electron 
cloud effects, reduce IBS growth rates, and provide flat 
longitudinal bunch charge density. Yet another bunch 
production scheme called 8b+4e [27], which replaces few 
bunches with empty buckets in 72 bunch trains, can 
substantially decrease the electron cloud thank to the 
increase gaps at the cost of 30%  less bunches and 
therefore being half-way in between 25 ns and 50 ns 
integrated luminosity expectations.  

CONCLUSION 
The LHC and HL-LHC rely on high brightness high 

intensity beams to fulfill the target performance, thanks to 
the upgrade plans involving not only the LHC ring, but 
also the whole injectors’ chain, together with the progress 
in understanding and overcoming the potential 
performance limitations. At constant brightness, larger 
intensity offers the best performance reach when coupled 
with long fills, thanks to the larger luminosity lifetime 
that compensates the physics efficiency loss due to the 
turnaround time. Conversely, if unexpected beam dumps 
are very frequent, brightness through low emittance is 
competitive if it also contributes to increase the reliability. 
If lower emittance is associated with smaller number of 
bunches, the brightness gains is outweighed by the 
resulting smaller leveled luminosity leading to overall 
smaller integrated luminosity in HL-LHC scenarios. 
Gains from very low emittance are also mitigated by early 
blow-up due to IBS. 
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LESSONS FROM 1-MW PROTON RCS BEAM TUNING 

Hideaki Hotchi# for the J-PARC RCS beam commissioning group 
J-PARC center, Japan Atomic Energy Agency, Tokai, Naka, Ibaraki, 319-1195 Japan 

Abstract 
Via a series of the injector linac upgrades in 2013 and 

2014, the J-PARC 3-GeV RCS got all the hardware 
parameters required for the 1-MW design beam operation. 
This paper presents the recent high intensity beam 
experimental results in the RCS including the first 1-MW 
trial, mainly focusing on our approaches to beam loss 
issues that appeared on the process of the beam power 
ramp-up. 

INTRODUCTION 
The J-PARC 3-GeV Rapid Cycling Synchrotron (RCS) 

is the world’s highest class of high-power pulsed proton 
driver aiming at the output beam power of 1 MW [1]. The 
injector linac delivers a 400-MeV H− beam to the RCS 
injection point, where it is multi-turn charge-exchange 
injected through a 300-g/cm2-thick carbon stripping foil 
over a period of 0.5 ms. RCS accelerates the injected 
protons up to 3 GeV with a repetition rate of 25 Hz, 
alternately providing the 3-GeV proton beam to the 
Material and Life Science Experimental Facility (MLF) 
and to the following 50-GeV Main Ring Synchrotron (MR) 
by switching the beam destination pulse by pulse. 

In the last summer shutdown in 2013, the ACS linac 
section was installed [2], by which the injection beam 
energy from the linac was upgraded from 181 MeV to the 
design value of 400 MeV. In addition, in this summer 
shutdown in 2014, the front-end system (IS and RFQ) of 
the linac was replaced [3], by which the maximum peak 
current of the injection beam was increased from 30 mA to 
the design value of 50 mA. Via these series of the injector 
linac upgrades, the RCS has got all the design parameters. 
Thus the RCS is now in the final beam commissioning 
phase aiming for the 1-MW design output beam power. 

Fig. 1 shows the history of the RCS beam operation. 
Since the start-up of the user program in December, 2008, 
the output beam power from the RCS has been steadily 
increasing as per progressions in beam tuning and 
hardware improvements [4,5]. The output beam power for 
the routine user program has been increased to 300 kW as 
planned to date. In addition to such a routine user operation, 
the RCS have intermittently been continuing the high 
intensity beam tests toward the design output beam power 
of 1 MW. As shown in Fig. 1, the RCS successfully 
achieved high intensity beam accelerations of up to 539-
573 kW for both injection energies of 181 MeV and 400 
MeV before and after the installation of the ACS. Besides, 
the RCS has very recently conducted the first 1-MW trial 
right after the replacement of the front-end system. The 
m o s t  i m p o r t a n t  i s s u e s  i n  i n c r e a s i n g  t h e  

Figure 1: History of the RCS output beam power. 

output beam power are control and minimization of beam 
loss to keep the machine activation within the permissible 
level. This paper presents the experimental results of these 
series of recent high intensity beam tests in the RCS mainly 
focusing on our approaches to beam loss issues that 
appeared on the process of the beam power ramp-up. 

HIGH INTENSITY BEAM TESTS OF UP 
TO 553-573 kW  

In April (Run#54) and June (Run#56), 2014 after 
installing the ACS, the RCS conducted high intensity beam 
tests of up to 553 (Run#54)-573 (Run#56) kW with the 
upgraded injection energy of 400 MeV, using a 0.5 ms-
long injection pulse with a peak current of 24.6 (Run#54)-
25.5 (Run#56) mA and a chopper beam-on duty factor of 
60%. In these beam tests, the operating point was set at 
(6.45, 6.42), where the systematic beam loss measurements 
were performed with various injection painting parameters 
and beam intensities. 

Painting parameter dependence of beam loss 
(Run#54) 

In order to minimize space-charge induced beam loss at 
the low energy, the RCS employs injection painting both 
for the transverse and longitudinal phase spaces [6]. On the 
transverse plane, correlated painting with a painting 
emittance of 100 mm mrad (tp) was applied. On the other 
hand, for longitudinal painting [7,8], the momentum offset 
injection of 0.0, 0.1 and 0.2% (p/p) was tested in 
combination with superposing a 2nd harmonic rf with an 
amplitude of 80% (V2/V1) of the fundamental rf. As an 
additional control in longitudinal painting, the phase sweep 
of the 2nd harmonic rf was also employed during injection 
from 100 to 0 degrees (2) relatively to that of the 
fundamental rf.   ___________________________________________  

#hotchi.hideaki@jaea.go.jp   
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Figure 2: Beam survival rates measured with the 
systematic combinations of transverse and longitudinal 
painting (IDs 1 to 8), where the red circles correspond 
to the data taken for the injection energy of 400 MeV 
with a beam intensity of 553 kW, while the blue ones are 
the old data taken for the lower injection energy of 181 
MeV with a similar beam intensity of 539 kW before 
installing the ACS linac. 

Fig. 2 shows the beam survival rates measured with the 
systematic combinations of transverse and longitudinal 
painting (IDs 1 to 8), where the red circles correspond to 
the data taken for the injection energy of 400 MeV with a 
beam intensity of 553 kW (4.60×1013 ppp), while the blue 
ones are the old data (Run#44 in November, 2012) taken 
for the lower injection energy of 181 MeV with a similar 
beam intensity of 539 kW (4.49×1013 ppp) before installing 
the ACS linac. 

As shown by the blue circles in Fig. 2, the larger painting 
parameter dependence was observed for the lower injection 
energy of 181 MeV, since the space-charge effect is more 
critical. In this case, 30%-big beam loss appeared with no 
painting. But this beam loss was drastically decreased from 
ID 1 to ID 5 by longitudinal painting, and from ID 5 to ID 
8 by adding transverse painting. The plots (a) and (b) in Fig. 
3 show tune footprints without and with injection painting 
calculated at the injection energy of 181 MeV with a beam 
intensity of 539 kW. As shown in the plot (a), a core part 
of the beam particles crosses various low-order systematic 
resonances for the case with no painting. Such particles on 
the resonances suffer from emittance dilutions. This is the 
main cause of the 30%-big beam loss observed with no 
painting. But the space-charge tune depression of (a) is 
well mitigated to (b) by injection painting, which results in 
the significant beam loss mitigation from IDs 1 to 8. 

 

Figure 3: Tune footprints without (ID 1) and with (ID 8) 
injection painting calculated at the injection energy of 
181 MeV with a beam intensity of 539 kW (top) and at 
the injection energy of 400 MeV with a beam intensity 
of 553 kW (bottom).  

Fig. 2. 
As shown by the red circles in Fig. 2, the beam survival 

was still improved for the higher injection energy of 400 
MeV. This results from the further space-charge mitigation 
through the injection energy upgrade from 181 MeV to 400 
MeV, as shown in the lower plots (c) and (d) of Fig. 3. The 
painting parameter dependence for the red circles is nearly 
flat, but this case also has a similar dependence to that for 
the blue circles, as shown in the inset of Fig. 2; the beam 
loss was reduced from ID1 to ID5 by longitudinal painting, 
and from ID5 to ID8 by adding transverse painting. 

The above experimental data clearly shows the 
enormous gain from the injection energy upgrade this time 
as well as the excellent ability of injection painting. 

Intensity dependence of beam loss (Run#56) 
Next, the intensity dependence of beam loss was 

measured with the injection energy of 400 MeV, where the 
painting injection parameter was fixed to ID8. In this 
measurement, the beam intensity was varied from 107 kW 
(0.889×1013 ppp) to 573 kW (4.775×1013 ppp) by thinning 
the number of the intermediate pulses while maintaining 
the injection pulse length at 0.5 ms. This type of intensity 
variation does not change both the injection painting 
condition and the foil hitting rate during injection. 

The top-left plot in Fig. 4 shows the beam loss monitor 
signals at the collimator section measured over the first 3 
ms in the low energy region with various beam intensities 
from 107 kW to 573 kW. In this figure, one can clearly see 
the time structure of beam loss and its intensity dependence. 
The top-right plot in Fig. 4 shows the intensity dependence 
of beam loss amount evaluated from the integration of the 
beam loss monitor signal. The beam  
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Figure 4: (Top-left) Intensity dependence of beam loss 
monitor signals at the collimator section measured over 
the first 3 ms in the low energy region with various beam 
intensities from 107 kW to 573 kW. (Top-right) 
Intensity dependence of beam loss amount estimated 
from the integration of the beam loss monitor signal. 
(Bottom) Corresponding numerical simulation results. 

Figure 5: (a) Injection beam envelop reconstructed by 
the model fitting to the measured injection beam profiles 
(circles) before (dashed-green) and after (dashed-red) 
the Twiss parameter correction. (b) Transverse painting 
process, where the black ellipses correspond to the 
design one, while the other ellipses show the painting 
process estimated from the actual injection beam quality 
before (green) and after (red) its Twiss parameter 
correction. 

loss amount shows a linear response up to the 429-kW 
intensity beam, but the extra beam loss increase occurs for 
the 573-kW intensity beam. This empirical intensity 
dependence of beam loss was well reproduced by the 
corresponding numerical simulations, as shown in the 
bottom plots in Fig. 4. This numerical simulation implied 

that the extra beam loss arises from large amplitude 
particles formed through the transverse injection painting  

Figure 6: (Top) Similar results to the top plots in Fig. 4, 
observed after the Twiss parameter correction of the 
injection beam. (Bottom) Corresponding numerical 
simulation results. 

process. Fig. 5-(b) shows the transverse injection painting 
process. The black solid ellipse in the figure shows the 
design painting area of 100 mm mrad, which is formed 
from the design beam emittance (0.25 mm mrad, rms, un-
normalized) and Twiss parameter of the injection beam. 
But, in fact, the linac beam had a larger beam emittance 
than the design; 0.60 (horizontal) and 0.54 (vertical) mm 
mrad. In addition, its Twiss parameter at the RCS injection 
point had not been adjusted well at that time. Due to such 
a large injection beam emittance and its un-adjusted Twiss 
parameter, terribly large amplitude particles, which deviate 
from the design painting range of 100 mm mrad, are 
formed through the injection painting process, as shown by 
the green solid ellipse in Fig. 5-(b). The numerical 
simulation confirmed that such large amplitude particles 
cause the extra beam loss for the higher intensity beam in 
combination with the space-charge effect. Based on this 
analysis, we tried to mitigate the extra beam loss first by 
adjusting the injection beam Twiss parameter. 

Further beam loss reduction by adjusting the 
Twiss parameter of the injection beam (Run#56) 

Fig. 5-(a) shows the injection beam envelop along the 
injection beam transport line reconstructed by the model 
fitting to the measured injection beam profiles. The 
injection beam Twiss parameter at the RCS injection point 
was evaluated from this beam envelop analysis, and 
corrected so that the injection beam ellipse matches the 
circulating beam ellipse with the design painting emittance. 
The red solid ellipse in Fig. 5-(b) shows the painting area 
estimated after the correction. It is still larger than the 
design, since the large emittance of the injection beam 
remains un-touched, but it well came to fit within the 
permissible range. By this effort, the beam loss was well 
mitigated from Fig. 4 to Fig. 6 as expected. The peak value 
of the beam loss at the end of injection was decreased, and 
the following long tail beam loss was also well mitigated, 
with the result that the intensity dependence of beam loss 

MOXLR02 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

8C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Plenary Session



amount got to have a linear response up to the 573-kW 
intensity beam as shown in the top-right plot in Fig. 6. 
These observations were well reproduced by the 
corresponding numerical simulations, as shown in the 
bottom plots in Fig. 6. The beam loss after the injection 
beam adjustment appears only for the first 1 ms of the beam 
injection, and also its amount shows a linear response for 
the beam intensity. These empirical results conclude the 
beam loss of up to the 573-kW intensity beam is well 
minimized and its remaining beam loss is mainly from foil 
scattering during injection. 

THE FIRST 1-MW TRIAL 
Right after the high intensity beam tests mentioned in 

the last section, J-PARC had a long beam shutdown from 
July to September, 2014 to install the new front-end system. 
After completing the installation, beam tuning and tests 
were resumed from the linac at the end of September, 2014. 
Via the initial beam tuning of the linac, the RCS conducted 
the first 1-MW trial in October, 2014 (Run#57) at the same 
operating point of (6.45, 6.42) and with the same injection 
painting parameter of ID8. The maximum input beam 
intensity in this high intensity beam test reached 8.61×1013 
ppp, using a 0.5 ms-long injection pulse with the higher 
peak current of 45.9 mA and a chopper beam-on duty factor 
of 60%, which corresponds to 1.033-MW output beam 
power from RCS. 

Quality of the injection beam with the higher 
peak current of 45.9 mA (Run#57) 

From the beam envelop analysis in Fig. 7-(a), the beam 
emittance (rms, un-normalized) for the 45.9-mA injection 
beam was evaluated to be 0.957 (horizontal) and 0.564 
(vertical) mm mrad. Thus the 45.9-mA injection beam had 
a larger beam emittance than that in the previous high 
intensity beam test (Run#56) conducted with the peak 
current of 25.5 mA before replacing the front-end system. 
Therefore, the deviation of the painting area from the 
design still got worse especially on the horizontal plane as 
compared to that in Run#56, as shown in Fig. 7-(b), though 
the injection beam ellipse was similarly corrected at the 
injection point. Consequently, there occurs a larger 
imbalance between the horizontal and vertical painting 
areas. The present beam emittance for the 45.9-mA 
injection beam is 2-4 times larger than the design value of 
0.25 mm mrad. As is mentioned later, this injection beam 
does not lead to serious issues in the RCS to date, but its 
quality has to be improved from now on in order to obtain 
the better quality for the 3-GeV beam that meets the 
requirements from the downstream facilities as well as to 
minimize beam loss in the RCS. 

Result of the first 1-MW trial (Run#57) 
Fig. 8 shows the circulating beam intensity measured 

over 20 ms from injection to extraction. As shown in the 
figure, the input beam intensity was gradually increased 
from 252 kW toward 1 MW by changing the beam thinning 

parameter. The beam intensity was smoothly increased up 
to 773 kW with no significant beam loss.  

Figure 7: (a) Injection beam envelop reconstructed by 
the model fitting to the measured injection beam profiles 
(circles) after the Twiss parameter correction. (b) 
Transverse painting process, where the black ellipses 
correspond to the design one, while the light-blue ones 
are the painting process estimated from the actual 
injection beam quality after its Twiss parameter 
correction. 

But, when the beam intensity got to over 800 kW, the anode 
power supply of the RF cavity system suddenly stumbled 
due to the over current. The circles in Fig. 9 show the anode 
current measured as a function of the beam intensity [9]. In 
the RCS, the multi-harmonic feed-forward method (h=2, 4 
and 6) is employed for beam loading compensation [10]. 
Therefore the required anode current increases following 
the ramp-up of the beam intensity. The blue line in the 
figure corresponds to the present interlock level for the 
anode current. Thus, in the present condition, the required 
anode current surpasses the interlock level when the beam 
intensity gets to over 800 kW. This is the main cause of the 
RF trip this time. 

We are now considering several possible measures 
against this issue. The first one is to use a remaining margin 
of the anode power supply. The interlock level is now set 
to 110 A, but it can be safely increased up to 115 A in 
design. The second one is to shift the resonant frequency 
of the RF cavity by removing a capacitor. The resonant 
frequency shift of the RF cavity acts to tilt the beam 
intensity dependence of the anode current from the circles 
to the squares in Fig. 9, by which the required anode 
current for the 1-MW beam acceleration decreases from 
124 A to 109 A [9]. By taking these possible measures, the 
anode current required for the 1-MW beam acceleration 
comes to stay within the limit. After taking these quick 
measures, we will re-try the 1-MW beam acceleration in 
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December, 2014. We are also planning to increase the 
anode power supply itself to secure sufficient  

 

Figure 8: Circulating beam intensity measured over 20 
ms from injection to extraction. 

 

Figure 9: Anode current for the RF cavity#12 measured 
as a function of the beam intensity (circles). The 
intensity dependence of the anode current can be tilted 
to the squares by the resonant frequency shift of the RF 
cavity. 

margin for the 1-MW beam acceleration using the next 
summer shutdown period in 2015, aiming to start up the 1-
MW routine user operation in October, 2015 as originally 
planned. 

Though the 1-MW beam acceleration was not reached 
this time, the RCS successfully demonstrated high 
intensity beam accelerations of up to 773 kW. The upper 
plot in Fig. 10 shows the beam loss monitor signals at the 
collimator section measured over the first 3 ms in the low  
energy region with various beam intensities from 252 kW 
to 773 kW. As shown in the plot, the beam losses mainly 
appear for the first 1 ms of the beam injection. In addition, 
their time structures are very similar to each other, and also 
to the beam loss data taken in the previous high intensity 
beam test (Run#56) given in Fig. 6. Inevitably, the beam 
loss amount nearly shows a linear response for the beam 
intensity, as shown in the lower plot in Fig. 10. These 
empirical results similarly conclude the beam loss of up to 
the 773-kW intensity beam is nearly minimized and its 

remaining beam loss is mainly from foil scattering during 
injection. The beam loss for the 773-kW intensity beam 
was estimated to be less than 0.2%, most of which  

 

Figure 10: (Top) Intensity dependence of beam loss 
monitor signals at the collimator section measured over 
the first 3 ms in the low energy region with various beam 
intensities from 252 kW to 773 kW. (Bottom) Intensity 
dependence of beam loss amount estimated from the 
integration of the beam loss monitor signal in the top 
plot (closed circles), where the open circles correspond 
to the previous data shown in the top-right plot of Fig. 
6. 

was well localized at the collimator section. The beam loss 
power of 160 W is still much less than the 4-kW collimator 
capability. 

SUMMARY 
Via a series of the injector linac upgrades in 2013 and 

2014, the RCS conducted the first 1-MW trial in October, 
2014. Although the 1-MW beam acceleration was not 
reached this time due to the RF trip, the RCS successfully 
demonstrated a high intense beam acceleration of 773 kW 
at a low-level intensity loss of less than 0.2%. Most of the 
0.2%-beam loss, which is mainly from foil scattering 
during injection, was well localized at the collimator 
section. The beam loss power of 160 W is still much less 
than the 4-kW collimator capability. 

We plan to re-try the 1-MW beam acceleration in 
December, 2014 after taking several quick measures 
against the RF trip. The RCS beam commissioning is 
steadily progressing, and now we are nearly approaching 
the final goal. 
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Abstract
This paper surveys the key technologies and design 

challenges that form a basis for the next generation of 
high intensity hadron accelerators, including projects 
operating, under construction, and under design for 
science and applications at MW beam power level. 
Emphasis is made on high intensity linacs like the Facility 
for Rare Isotope Beams (FRIB). 

INTRODUCTION
During the past decades, accelerator-based neutron-

generating facilities like SNS [1], J-PARC [2], PSI [3] 
and LANSCE [4] advanced the frontier of proton beam 
power to 1 MW level, as shown in Fig. 1 with the beam-
on-target power as the product of the average beam 
current and the beam kinetic energy [5]. For heavy ion, 
the power frontier will be advanced by more than two-
order-of-magnitudes to 400 kW with the construction of 
the Facility for Rare Isotope Beams currently underway at 
Michigan State University [6].  

Cutting edge technologies continuously developed for 
accelerator systems have sustained continuous growth in 
beam intensity and power. High-power operations have 
been made possible by various types of accelerators: 
linac, cyclotron, synchrotron and accumulator. During the 
past decade, superconducting RF related technology has 
becoming indispensable for next generation machines. 

High power hadron accelerators [5] can be categorized 
by their goals for high-energy physics (AGS [7], SPS [8], 
MI [9], J-PARC/MR [2], PIP-II [10] for neutrino, Kaon 
and Muon physics), nuclear physics (RIKEN [11], 
SPIRAL2 [12], FAIR [13], FRIB for rare isotope physics; 
FAIR for antiproton physics; LANSCE), basic energy 
science and applications (LANSCE, PSI, SNS, J-
PARC/RCS [2], ISIS [14], SARAF [15], SPIRAL2, 
CSNS [16], ESS [17] for neutron sources; KOMAC [18] 
for proton applications), radioisotope production 
(SARAF), material neutron irradiation (IFMIF and its 
validation prototype LIPAc [19]), and accelerator driven 
subcritical systems (CADS [20] and MYRRHA [21] for 

nuclear waste transmutation and power generation). Other 
operating or proposed projects include LEDA [22], PSR 
[23], HIAF [24], RAON [25], CPHS [26] and those 
proposed at CERN (SPL, LAGUNA-LBNO, SHIP) [27] 
and RAL [28]. 

Figure 1:  Hadron  accelerator  power  frontier  at  design, 
construction, and operation stages. 

The figure of merit of these accelerator facilities is the 
amount of useful secondary beams produced from the 
target. It is proportional to the target yield and the primary 
beam intensity. As the optimum energy range is often 
determined by the target yield, high beam intensity 
corresponds to a high beam-on-target power. 

The beam structure on target largely determines the 
accelerator type. Synchrotrons (AGS, SPS, MI, J-PARC, 
ISIS, FAIR, CSNS, PIP-II) and accumulators (PSR, SNS) 
are used downstream of the injector accelerators to 

 ___________________________________________  
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produce pulsed beams on target. When pulsed operation is 
not required, cyclotrons (RIKEN and PSI) and linacs 
(LANSCE, KOMAC, SARAF, FRIB, SPIRAL2, IFMIF, 
ESS, CADS, and MYRRHA) are used to reach high beam 
power at high beam duty factors. 

The type of primary beams is largely determined by the 
facility purpose. Rare isotope production using the 
projectile fragmentation method requires heavy ion beams 
(RIKEN, FRIB, SPIRAL2). Neutron production at high 
energy using the spallation process prefers high intensity 
proton beams (SNS, J-PARC, LANSCE, PSI, ISIS, 
CSNS, ESS, CADS, MYRRHA). Neutron production at 
lower energy favours deuteron beams (SARAF, IFMIF, 
and SPIRAL2). In synchrotron and accumulators for 
proton beams (ISIS, PSR, SNS, J-PARC, CSNS), the 
injector linac often accelerates H- beams for multi-turn 
injection to reach high peak intensity on target. 

This paper focuses on the physical and technological 
challenges pertaining to high intensity hadron linacs 
including the Facility for Rare Isotope Beams.  

KEY TECHNOLOGIES 
Superconducting RF (SRF) 

For hadrons, SRF technology is first extensively used 
in the SNS linacs for the high energy-efficiency, high 
accelerating gradient, and operational robustness (Fig. 2) 
[29]. For pulsed operations, resonance control by means 
of fast tuners and feedforward techniques is often 
required to counteract Lorentz force detuning [30], and 
the need of higher order mode damping is to be expected 
[31]. FRIB as a heavy ion continuous-wave (CW) linac 
extends SRF to low energy of 500 keV/u. 330 low-�
(from ������to����	) cavities are housed in 49 
cryomodules. The resonators (at 2 K temperature) and 
magnets (at 4.5 K) supported from the bottom to facilitate 
alignment and the cryogenic headers suspended from the 
top for vibration isolation. High performance subsystems 
including resonator, coupler, tuner, mechanical damper, 
solenoid and magnetic shielding are necessary [32]. 

�
Figure 2: Accelerating gradients of the 81 SNS �=0.61
(medium) and �=0.81 (high) cavities in 23 cryomodules. 

Large-scale Cryogenics 
An integrated design of the cryogenic refrigeration, 

distribution, and cryomodule systems is key to efficient 

SRF operations. The FRIB refrigeration system adopts the 
floating pressure process – Ganni Cycle [33] for efficient 
adaptation to the actual loads. Distribution lines are 
segmented and cryomodules are connected with the U-
tubes to facilitate stage-wise commissioning and 
maintenance (Fig. 3). The 4-2 K heat exchangers are 
housed inside the cryomodules for enhanced efficiency. 

Figure 3: FRIB cryomodule with U-tube connections. 

Loss Detection and Machine Protection 
Machine protection is crucial to the availability of the 

high power accelerators. FRIB adopts multi-time scale, 
multi-layer approaches: the fast protection system (FPS) 
is designed to prevent damage from acute beam loss by 
quickly activating the beam inhibit device; the run permit 
system (RPS) continuously queries the machine state and 
provides permission to operate with beam; the even 
slower but highly sensitive RPS prevent slow degradation 
of SRF system under small beam loss (Table 1).  

Table 1: Machine Protection for the FRIB Driver Linac 

Mode Time Detection Mitigation  
FPS ~ 35 


s
LLRF controller; 
Dipole current monitor; 
Differential BCM; 
Ion chamber monitor; 
Halo monitor ring; 
Fast neutron detector; 
Differential BPM 

LEBT bend 
electro-
static
deflector

RPS
(1) 

~ 100 
ms 

Vacuum status; 
Cryomodule status; 
Non-dipole PS; 
Quench signal 

As above; 
ECR source 

HV 

RPS
(2) 

> 1 s Thermo-sensor; 
Cryo. heater power 

As above 

Challenges remain for intense low-energy heavy ion 
beams due to the low detection sensitivity and high power 
concentration/short range. Innovative techniques include 
the halo monitor ring [34] for high-sensitivity loss 
detection and current monitoring modules for critical 
magnet power supply inhibition. ADS machines like 
MYRRHA demand mean-time-between-failure of trips 
exceeding 3 s to be longer than 250 h [19]. 
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Front End (Ion Source, RFQ, LEBT Transport) 
Among a wide range of ion sources meeting different 

primary-beam requirements, Electron Cyclotron 
Resonance (ECR) ion sources are essentially the only 
choice for high intensity (CW), high charge state beams. 
To reach higher plasma densities, ECRs continue to be 
developed for higher resonance frequency and magnetic 
field. High power ECR sources operate at frequencies up 
to 28 GHz and RF power of ~10 kW [35]. The required 
superconducting (SC) sextupole and solenoids push the 
state-of-the-art in SC clamping technology. Cesium-
seeded, volume production sources are most promising 
for the demand on high current, long pulse, low emittance 
H- beams [36]. 

Four-vane, room temperature RFQs are commonly used 
for high intensity operations. LEDA RFQ with a variable 
voltage profile accelerated 100 mA CW proton beam to 
6.7 MeV [37]. Alternatively, RFQ with trapezoidal vane 
modulation is tested for shunt impedance and acceleration 
efficiency enhancement (Fig. 4) [38]. The LEBT transport 
between the source and RFQ is often used for chopping, 
collimation, beam inhibition, and prebunching. 

 

 
Figure 4: ATLAS heavy-ion CW RFQ in operation since 
December 2012 [38]. 

High-power Charge Stripping 
Intense heavy ions at low energies may cause severe 

damage on stripping material. Innovative stripping 
mechanisms are under development worldwide. RIKEN 
uses helium gas with differential pumping (Fig. 5) [39]. 
Plasma windows are being tested to establish a high gas 
density [40]. FRIB uses a liquid lithium film moving at 
~50 m/s speed. Tests with a proton beam produced by the 
LEDA source demonstrated that power depositions 
similar to the FRIB uranium beams could be achieved 
without destroying the film (Fig. 6) [41]. 

Injection of intense H- beams into rings require 
sophisticated charge stripping designs [5]. Innovative 
schemes like laser stripping are tested [42]. Stripping can 
also be used to split H- beam to multiple beam lines [43]. 

Collimator 
Collimators are indispensable to reduce uncontrolled 

beam loss for hands-on maintainability [5]. Collimation 

can be performed in both the transverse and longitudinal 
phase space (momentum cleaning and beam gap 
cleaning). Charge stripping is often used for H- and 
partially stripped heavy ions for efficient collimation. 
Multi-stage collimations are used on fully stripped beams 
like protons [44] (Fig. 7). 

For heavy ions, beams of unwanted charge states need 
to be removed downstream of the stripper. Such “charge 
selector” must sustain high power, low energy beams of 
short range. The FRIB charge selector, designed to absorb 
~42 kW of heavy ions at 12 – 20 MeV/u, consists of two 
rotating graphite discs similar to the FRIB target [45]. 

 
Figure 5: Test of He gas charge stripper using Uranium 
beams at RIKEN [39]. 

 
Figure 6: Liquid lithium film intercepting a proton beam 
of ~ 60 kV for beam power survival test [41].  

 
Figure 7: SNS multi-layered collimators, each designed to 
withstand 10 kW protons at 1 GeV. 

Target, Radiation-resistant Magnets, Handling 
Target scenario is chosen based on secondary-beam 

requirements [46]. High-power primary beams often 
demand non-stationary targets like circulating liquid or 
rotating solid targets. For pulsed neutron production at 
MW level, both SNS and J-PARC/RCS use liquid 
mercury. Target pitting issues are largely mitigated by 
vessel surface treatment, mercury flow and bubble 
controls [47]. For lower-energy neutron production both 
SARAF [48] and IFMIF use liquid lithium (Fig. 8) while 
SPIRAL2 prefers a rotating carbon wheel. MYRRHA’s 
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ADS target uses liquid Pb-Bi eutectic [49]. For in-flight 
RIB production FRIB needs to focus 400 kW of heavy 
ion beam onto an area of 1 mm diameter (~60 MW/cm3). 
A radiation-cooled multi-slice graphite target of 30 cm 
diameter rotates at 5000 rpm [45]. While neutron targets 
are designed to absorb most beam power, FRIB’s RIB 
target is designed to absorb ~25% power; targets for high-
energy physics (�, 
, K) typically absorb <5% power. 

 

  
Figure 8: (left) SARAF’s liquid lithium target under test 
[48] and ISIS spallation target station 2 [46]. 

Radiation resistance is important for magnets in the 
target region. Quadrupoles wound with mineral-insulated 
cables are built as an integral part of the shielding in front 
of the SNS target [50]. Quick-disconnect vacuum flanges 
and remote water fittings allow easy access. FRIB uses 
high-temperature SC magnets (YBCO) in the high 
radiation area of the target and primary beam dump [51]. 

ACCELERATOR PHYSICS CHALLENGES 
Beam Loss Control 

Key to the design and operations of a high-power 
accelerator is to control the beam loss. Measures of loss 
control include beam collimation, beam dump and 
shielding for charge stripping and charge selection (Table 
2). Uncontrolled losses must be kept below a level (about 
1 W/m for protons around 1 GeV and less stringent for 
heavy ions [52]) to facilitate hands-on maintenance. 
Personnel protection system is designed against radiation 
exposure under both normal and fault machine conditions. 

Table 2: Estimated FRIB Beam Losses 

Type and location Energy 
[MeV/u] 

Peak 
power 

Duty 
factor 

Uncontrolled loss 0 – 200  ~1 W/m 100% 
Controlled loss: 
Charge selector 
Charge stripper 
Collimators 
Dump FS1-a 
Dump FS1-b 
Dump FS2 
Dump BDS 

 
12 – 20 
12 – 20  
0 – 200  
12 – 20 
12 – 20 
15 – 160 
150 – 300  

 
42 kW 
~1 kW 
~1 kW 
42 kW 
12 kW 
300 kW 
400 kW 

 
100% 
100% 
100% 
0.03% 
5% 
0.03% 
0.03% 

Space Charge, Coupling Impedance, Instability 
Space charge and other coupling impedances can have 

performance-limiting effects for machines of low energy, 
high peak intensity beams. In linacs beam halo can be 
generated through core-halo parametric resonances and 
resonances between the transverse and longitudinal 
motion [53 – 56] (Fig. 9).  

 
Figure 9: Tune footprint along the four IFMIF 
cryomodules superimposed to the Hofmann chart [60].�
Multiple Charge State Acceleration 

To reach high design beam intensity, simultaneous 
acceleration of heavy ion beams of multiple charge state 
is often needed due to the broad charge spectrum upon 
stripping. The FRIB driver linac accelerates up to five 
charge states simultaneously, transversely overlapping at 
charge stripper location and at the target (Fig. 10).  
Machine optics, diagnostics, and fault mitigation are 
designed in detail to meet the performance goals.  

  
Figure 10: Five charge states of the uranium beam 
designed to overlap at the FRIB target. 

 
Other topics include magnet interference [57] and 

fringe field [58] pertaining to large aperture and tight 
spacing, and H- stripping issues [59 - 61]. 

FRIB PROJECT STATUS 
In August 2013, the Department of Energy’s Office of 

Science approved Critical Decision-2, Approve 
Performance Baseline, and Critical Decision-3a, Approve 
Start of Civil Construction and Long Lead Procurements, 
for the FRIB Project. The ground was broken in March 
2014. In October 2014, the Critical Decision-3b was 
approved allowing the start of technical construction. The 
Total Project Cost for FRIB is $730M, of which $635.5M 
will be provided by DOE and $94.5M will be provided by 
Michigan State University.  The project will be completed 
by June 2022 [62]. “When completed, FRIB will provide 
access to completely uncharted territory at the limits of 
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nuclear stability, revolutionizing our understanding of the 
structure of nuclei as well as the origin of the elements 
and related astrophysical processes.” 

Figure 11: Layout of the FRIB driver accelerator. 

Specific Challenges and Design Philosophy 
FRIB shares the physical and technological challenges 

described in the previous Sections. In addition, FRIB is 
sited in the middle of university campus with tight real 
estate constraints. The driver linac is “folded” twice 
demanding special design considerations (Fig. 11). The 
folding segments must be designed as 2nd order achromats 
allowing a wide momentum acceptance. Beam loss at 
high energy interferes with loss detection of low-energy 
beams. Hazard analysis upon beam faults is complicated, 
and installation and commissioning are interlaced. 
Finally, as the linac service/utility area and cryogenics 
area are near the accelerator tunnel housing cryomodules, 
the vibration issue must be carefully addressed. 

Full-energy linac technology is chosen to deliver 
primary beam that can meet the FRIB requirements of 
rare-isotope productivity and separation accuracy. Up to 
400 kW of beams are focused to a diameter of 1 mm 
(90%), energy spread of 1% (95% peak-to-peak), and 
bunch length of < 3 ns (95%) on the target.  

Superconducting (SC) technology is the energy-
efficient choice for the CW linac. SC acceleration of 
heavy-ion beams is feasible from low energy (500 keV/u) 
with practically sized cavity bores by housing both the 
cavities and solenoids in a cryomodule. A two-gap 
scheme is chosen throughout the entire linac providing 
both efficient acceleration and focusing. Developments of 
digital low-level RF control and solid-state RF amplifier 
technologies have made individual cavity powering and 
control reliable and cost efficient.  

High availability, maintainability, reliability, tunability, 
and upgradability are especially required for FRIIB to 
operate as a national scientific user facility [62]. 

Collaboration and Partnership 
FRIB accelerator systems design has been assisted 

under work-for-others agreements by many national 
laboratories including ANL, BNL, FNAL, JLab, LANL, 
LBNL, ORNL, and SLAC, and in collaboration with 
many institutes including BINP, KEK, IMP, INFN, INR, 
RIKEN, TRIUMF, and Tsinghua University. 

The cryogenics system is designed in collaboration 
with the JLab cryogenics team. The refrigeration process 
incorporates the cumulative experience from both JLab 
and SNS cryogenic systems.  The recent experience 
gained from the JLab 12 GeV cryogenic system design is 
utilized for both the refrigerator cold box and the 
compression system designs. The cryogenic distribution 
adopting a modular design is prototyped at JLab and 
tested at MSU along with the cryomodule prototype.  

The charge stripping system is under development in 
collaboration with ANL. Upon successful prototyping and 
integrated test (Fig. 5), the present focus is on the 
development of the electromagnetic pump for lithium 
circulation and on the production design including safety 
considerations. BNL collaborated on the development of 
the alternative helium gas stripper. 

The SRF development benefited greatly from the 
expertise of the low-� SRF community. FRIB adopted the 
ANL design of the QWR coupler and HWR tuner and is 
further assisted in the design and validation of critical 
SRF subsystems. We are assisted by JLAB on cavity 
processing and cryomodule developments, and by FNAL 
on cavity heat treatment and material analysis. 

The high-power ECR ion source coldmass and magnets 
are under development in collaboration with LBNL.   

PERSPECTIVES
At a time when accelerator projects at the high-energy 

frontier are experiencing difficulties in gaining financial 
support, projects at the high-intensity frontier are 
flourishing worldwide. Demands for such accelerators 
extend from science to applications, and for primary 
beams from proton to heavy ions. Efforts worldwide are 
readying the technologies and designs meeting the 
requirements of user facilities with high reliability, 
availability, maintainability, tunability, and upgradability. 
With the present technology, we speculate to reach multi 
MW beam power using cyclotrons, synchrotrons or 
accumulators, and up to 100 MW with SRF linacs [5]. 
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Division headed by G. Bollen, the Conventional Facility 
Division headed by B. Bull, the Chief Engineer’s team 
headed by D. Stout, and supported by the project controls, 
procurements, ES&H of the FRIB Project, by the NSCL, 
and by the MSU. 
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HEAVY-ION CYCLOTRON GYMNASTICS AND ASSOCIATED BEAM 
DYNAMICS ISSUES 

N. Fukunishi, Nishina Center for Accelerator-Based Science, RIKEN, Wako, Japan 

Abstract 
After a brief introduction to heavy-ion cyclotrons, their 

beam dynamics are outlined, with an emphasis on the 
space-charge effect, and important achievements in both 
proton and heavy-ion cyclotrons are described.  

INTRODUCTION 
The first heavy-ion acceleration using a cyclotron was a 

50-MeV 12C beam accelerated by the 37-inch Berkeley 
cyclotron in 1940 [1]. The beam intensity was only 8 
particles/s. To illustrate the subsequent development of 
heavy-ion cyclotrons, data compiled by Livingston [1] 
(up to 1969) and data taken from the “List of Cyclotrons“ 
published in 2004 [2] are combined in Fig. 1. Each 
cyclotron is classified according to its type and first-beam 
date (or the date of acceleration of the heavy-ion beam as 
listed in Livingston’s tables). Although Fig. 1 is an 
incomplete historical review, we can observe a 
remarkable increase in energy. Beam intensity seems to 
stay relatively constant, but that is because the beam 
intensity of very light ions was high even in the very early 
stages of cyclotron history. However, beam intensities for 
heavier ions, such as 48Ca and 238U, have greatly increased 
thanks to advances in ion sources. Because recent low-
energy nuclear physics experiments pursue very rare 
events, beam intensity has become a crucial issue. 

 

Figure 1: Historical development of heavy-ion cyclotrons. 
 
Nuclear physics is one of the most important 

applications of heavy-ion cyclotrons: unstable nuclei far 
from the �-stability line are being extensively studied and 
many new superheavy elements have been synthesized at 
JINR FLNR [3]. Heavy-ion beams are also widely used 
for material modification and analysis (PIXE, RBS, etc.) 
[4]. The high biological effectiveness of energetic heavy 
ions has also enabled applications in medical science, 
biology, agriculture and so on. A compact 
superconducting cyclotron capable of delivering a 400 
MeV/amu carbon beam for cancer therapy has been 
designed by an IBA-JINR collaboration [5]. Also, wide 
variety of plant mutations have been induced by energetic 

light ions [6] accelerated in the RIKEN Ring Cyclotron 
(RRC) [7]. The reviews of Onishchenko [8] and Goto [9] 
provide more detail. 

BASIC FEATURES OF CYCLOTRONS 
Types of Cyclotron 

The classical cyclotron invented by Lawrence [10] 
employed an azimuthally uniform and radially decreasing 
magnetic field to produce approximate isochronism and 
vertical stability of particle motion. However, as Bethe 
pointed out [11], the relativistic mass increase of ions 
requires a radially increasing field, which impairs vertical 
stability. The inventions of synchrocyclotrons [12-14] and 
Thomas cyclotrons solved this conflict. Thomas proposed 
the use of an azimuthally varying field [15] (AVF) for an 
isochronous magnetic field. In this case, an ion’s orbit is 
non-circular and ions can experience edge focusing in the 
vertical direction. The Thomas cyclotron, also called the 
isochronous or sector focusing cyclotron, was first 
demonstrated by Richardson but this fact was classified 
until 1956 [16]. A further modification of the isochronous 
magnetic field by using spirally ridged magnet poles was 
proposed by Kerst et al. [17], which is effective to 
increase vertical focusing. Cyclotrons with spirally ridged 
poles are widely used, especially for high-energy 
cyclotrons. 

To realize meson factories, a separate sector or ring 
cyclotron was proposed [18,19]. A single magnet 
producing an isochronous magnetic field is divided into 
sector magnets which are arranged in a ring with spaces 
between them. This configuration loses one virtue of 
cyclotrons, compactness, but gains stronger vertical 
focusing and higher acceleration voltages because 
azimuthal modulation of the isochronous magnetic field is 
much stronger than in AVF cyclotrons and high-voltage 
resonators can be installed in the spaces between the 
sector magnets. Thus, separate sector cyclotrons are used 
to produce high-intensity beams. A separated orbit 
cyclotron (SOC), proposed by Russell [20] and Martin 
[21], and demonstrated by Trinks [22], is another 
important variation, but there are no SOCs routinely 
serving heavy-ion beams to users. For more details of 
cyclotron development, many review articles are 
available: for example, the review by Craddock [16]. 

Among the currently working heavy-ion cyclotrons, 
GANIL, IMP-Lanzhou, RCNP and RIBF use separate 
sector cyclotrons, U-400 and U-400m of JINR FLNR are 
normal conducting AVF cyclotrons, and K500 and K1200 
(MSU/NSCL), K500 (TAM), K800 (Catania) and AGOR  
(K600) are very compact superconducting AVF-type 
cyclotrons. A coupled cyclotron system at MSU/NSCL 
accelerates heavy ions up to 160 MeV/amu, though their 
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cyclotrons use magnets weighing 90 ~ 240 tons, which 
are one order of magnitude smaller than those used in 
normal-conducting separate sector cyclotrons.  

Beam Optics in Cyclotrons 
In a cyclotron, beam optics is determined by a given 

isochronous magnetic field and depends on ion energy. If 
we neglect acceleration, a periodic solution, representing 
an equilibrium orbit of an ion moving under the 
isochronous magnetic field is obtained. Betatron tunes 
and beta functions can also be determined. Figure 2 
shows tune diagrams for the four ring cyclotrons of RIBF 
for accelerating uranium ions up to 345 MeV/amu. 
Numerical methods are usually used to evaluate tunes, but 
the analytic expressions [23,24] 

 
 

 
 

are widely used as a starting point in cyclotron design. 
Here, n, �, f2 and N are the field index, spiral angle, flutter 
and harmonic number of each Fourier component of the 
magnetic field. The flutter indicates strength of azimuthal 
modulation of the isochronous magnetic field. For an 
azimuthally uniform or azimuthally averaged isochronous 
magnetic field, the relation  with constant  
holds and we obtain  and . The vertical 
tune  decreases as beam energy increases and vertical 
focusing is given by the  term. 

Figure 2: Tune diagrams of a 345 MeV/amu uranium 
beam in RIBF. A cascade of these four ring cyclotrons is 
used in practice. 

Figure 3: Beta functions of uranium ions accelerated by 
RRC from 0.7 to 10.8 MeV/amu. Beta functions of one 
unit cell starting from the valley center are shown for six 
different energies (from the bottom to top, 0.7, 1.3, 2.3, 
3.4, 5.7 and 7.5 MeV/amu). 
 

Beta functions ( ) increase in proportion to the ion’s 
orbital radius and are modulated, to a certain extent,  

reflecting changes of focusing strength (see Fig. 3). The 
matched beam radius  ( ) scales as  (  
constant) if we use the smooth approximation . 
In any case, beam radiuses change gradually in both 
horizontal and vertical directions during acceleration, if a 
beam is matched to its eigen-ellipses at injection. Whether 
all the relevant matching conditions, such as emittance 
and dispersion matching, are fulfilled is examined by 
measuring the charge density distribution (turn pattern) of 
a beam. 

INTENSITY LIMITING FACTORS OF 
HEAVY-ION CYCLOTRONS 

Compared with the success of PSI that routinely 
accelerates a 1.3 MW proton beam [25,26], beam powers 
obtained by heavy-ion cyclotrons are limited to less than 
10 kW [27-29]. Stetson et al. [29] classified the intensity-
limiting factors of the MSU/NSCL coupled cyclotron 
system into three categories: source, stripper and power 
limited. The last of these can be generalized to include all 
the limits imposed by unacceptable beam loss in 
cyclotrons. At MSU/NSCL, medium-heavy metal 
elements such as Ni, Zr and Sn are source limited. At 
RIBF, 345A-MeV 48Ca (415 pnA) and 70Zn (123 pnA) 
beams are also source limited. Because the ion sources 
used there are not state-of-the-art, the present situation 
will be improved in the near future. 

On the other hand, the remaining two factors will 
remain serious problems. Beam intensity for very heavy 
ions like uranium is frequently limited by stripper 
lifetime. The lifetime of carbon foils reported by Stetson 
[29] is less than a few minutes for a 7.7-MeV/amu 238U 
beam with an intensity of 20 pnA. Our experience is 
typically less than 12 h for a 15-pnA 238U beam at 10.8 
MeV/amu. (The reason for this large discrepancy between 
the lifetimes of the two facilities is not understood.) To 
solve this lifetime problem, a helium gas stripper was 
successfully introduced [30] at RIBF. However, RIBF 
adopts a two-step charge-stripping scheme to accelerate 
uranium ions up to 345 MeV/amu. Rotating beryllium 
disks (~18 mg/cm2) now serve as the second-stage 
charge-state stripper [31] at 50 MeV/amu and the beam-
intensity limit is less than 150 pnA for a 50-MeV/amu 
uranium beam based on our operating experience. Beyond 
this, beryllium disks are not only seriously deformed but 
also crack due to heat deposited from the beam.

Although beam loss at injection and during acceleration 
sometimes causes serious problems [32], beam loss at 
extraction has been the major concern in cyclotron 
development. With the exceptions of charge-stripping 
extraction used at JINR FLNR [33], TRIUMF [34] and so 
on, an electrostatic deflector is widely used as the first 
stage of beam extraction. Because heavy-ion cyclotrons 
pursue versatility of ion species and beam energy, the use
of deflectors is a reasonable choice at present. A septum 
electrode of the deflector is placed between the final turn 
to be extracted and the other turns. If separations between 
these turns are insufficient at extraction, sizable beam loss 
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occurs. The maximally allowed heat deposit on a septum 
electrode is typically about 0.3-0.5 kW, which eventually 
limits available beam intensity in high-power cyclotrons. 

The beam-intensity limit imposed by a requirement for 
hands-on maintenance is usually higher than the present 
power limit for heavy-ion cyclotrons because energetic 
heavy ions produce much less radioactivity than energetic 
protons do [35].  

MEASURES USED FOR CLEAN BEAM 
EXTRACTION 

As mentioned above, insufficient turn separation at 
beam extraction causes sizable beam losses. The 
azimuthally averaged turn separation ( ) in cyclotrons is 
given by  

 

Here,  and  are the mass and charge of the ion, 
respectively,  is the acceleration voltage per turn,  is 
the average orbital radius and  is the horizontal tune. 
So, a combination of a high acceleration voltage and a 
smaller average magnetic field is essential to obtain a 
sufficient turn separation—an approach that is adopted in 
PSI injector 2 [36]. However, heavy-ion cyclotrons have 
pursued high magnetic fields to realize higher-energy 
beams and their turn separations are not large enough for 
high-intensity beams. This is one of the difficulties in 
heavy-ion cyclotron design. 

To overcome this difficulty, several measures are used 
[37,38], one of which is inducing coherent radial motions. 
Techniques that can be applied are precessional (off-
centring) acceleration, regenerative acceleration, beam 
orbit expansion [39] and so on. RIBF routinely uses 
precessional acceleration, in which a coherent radial 
betatron motion is induced at injection. The turn pattern 
has alternating sparse- and dense-turn regions and the 
beam is extracted from a sparse-turn region by adjusting 
acceleration voltage. 

 The situation becomes more serious for small 
cyclotrons used as first-stage accelerators. In this case, the 
beam injected into the cyclotron is not well bunched. If 
we use an acceleration voltage in the form of a single 
sinusoidal wave, a long bunch experiences a banana-
shaped deformation in the radial-longitudinal plane due to 
an energy spread caused by a time-varying acceleration 
voltage and dispersion of the applied isochronous 
magnetic field. This banana-shaped deformation reduces 
turn separation. Flat-topping resonators improve the 
uniformity of the acceleration voltage by producing 
decelerating RF fields working at a frequency which is an 
integer multiple of the acceleration voltage. Using a 
radially increasing accelerating field is also effective for 
long bunches. The radial increase of the electric field 
produces a time-dependent magnetic field in a polar 
direction. Leading (trailing) particles are deflected 
outward (inward) and are moved backward (forward) by 
the RF magnetic field. As a result, beam bunches are 

compressed in the longitudinal direction [40] and the 
energy spread is reduced. 

However, the effectiveness of these measures is 
established for only low-intensity beams. Space-charge 
effects, in many cases, destroy the gain expected by these 
measures.  

BEAM DYNAMICS IN CYCLOTRONS 
Space-charge effects have been studied extensively for 

both proton and heavy-ion cyclotrons. A brief summary is 
given here. 

Vortex Motion 
Gordon [41] emphasized the importance of vortex 

motion induced by a strong radial-longitudinal coupling 
in cyclotrons. Assuming a uniform magnetic field and 

, particle motion relative to the bunch center is 
expressed in the rotating frame as 

. 
Here,  and  are the space-charge electric field and 
cyclotron angular frequency, respectively. Gordon 
discussed a steady state of the equation by neglecting the 
first term of the left side. (This corresponds to averaging 
out fast particle motions such as betatron oscillations.) In 
this case, we can easily understand a characteristic feature 
of the steady state under the space-charge force; in other 
words, particles move along an equipotential surface of 
the space-charge field. Gordon described two kinds of 
vortex motions: an overall vortex motion and a local 
vortex motion. The former occurs when neighboring turns 
overlap each other and equipotential surfaces extend in 
the radial direction over many adjacent bunches. The 
latter occurs when turns are separated. In this case, the 
orbital radius of a particle accelerated (decelerated) by the 
space-charge force increases (decreases) due to the 
isochronous magnetic field. An outer (inner) particle 
experiences an outward (inward) kick from the space-
charge force and moves backward (forward). Hence, 
particles rotate around the bunch center. The local vortex 
motion washes out the energy gain obtained from the 
space-charge force. 

The local vortex motion described by Gordon was later 
discovered as a “round beam”. Its existence was 
confirmed by a series of studies [42-44] for PSI injector 2. 
The reason why this discovery attracts much attention is 
that a round beam seems to keep its shape all the way to 
beam extraction and indicates the possibility of 
accelerating a beam bunch that is near its space-charge 
limit [45]. 

Kleeven’s theoretical work [46] is based on a smooth 
approximation to the isochronous magnetic field and 
Sacherer’s linearization technique [47] applied to space-
charge forces. Kleeven derived a set of equations 
describing the time evolution of all the second moments 
relevant to particle motion and demonstrated the existence 
of a stationary solution with rotational symmetry, that is, a 
round beam.  
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Bertrand and Ricaud [48] also employed a linear 
analysis as their starting point. For a non-relativistic 
particle (mass  and charge ) moving under a uniform 
magnetic field ( ), with the assumption that a beam 
bunch is a uniformly charged sphere, the equation of 
motion in a radial-longitudinal plane is given by  

. 
Here a complex variable  has been introduced, 
where  and  denote radial and longitudinal coordinates 
in the laboratory frame, respectively. The subscript 0 
indicates the bunch center, is the cyclotron angular 
frequency,  is defined as , and  is the 
gradient of the space-charge electric field. The gradient is 
given by , where  and  are the charge 
and radius of the assumed charged sphere. The solution is 
easily obtained as 

.
Here, tunes  are determined by solving the 
characteristic equation to obtain

. 
In this model, particle motion is described by a 

superposition of sinusoidal waves. Examples of particle 
motion are shown in Fig. 4. Using these solutions, 
Bertrand and Ricaud constructed a transfer matrix and 
obtained a stationary solution of the beam matrix. Hence 
the K-V distribution [49] was determined in this 
simplified model. The stationary solution should fulfil 
several matching conditions on the parameters describing 
a four-dimensional phase-space ellipse. One of them is 
that the distribution should be rotationally symmetric in 
the radial-longitudinal plane; hence, the assumption of a 
uniformly charged sphere is consistent with the stationary 
condition. Starting with these matching conditions, 
Bertrand and Ricaud investigated the stability of a round 
beam that has a finite six-dimensional emittance (inside a 
ellipse) in their fully three-dimensional space-charge 
simulations. They reported that a stable round beam, not 
exhibiting pulsation and halo formation, was obtained 
after an adjustment. 

Figure 4: Solutions of the linearized equation of 
Bertrand and Ricaud. The parameter  is an index of the 
space-charge effect, defined by . 

 
In the linear analysis, particle motion is bound for only 

 and a particle's orbital radius increases 
exponentially beyond the space-charge limit. This is, of 
course, unrealistic. For particles outside the beam core, an 
analysis of Chasman and Baltz [50] can be applied. In 

their model, the electric field experienced by a test 
particle moving outside the beam core is 

, where is the charge of the beam core and 
 is the radial distance of the test particle from the center 

of the beam core. Chasman and Baltz obtained an exact 
analytic solution using elliptic integrals and also 
presented an intuitively understandable approximate 
solution. In this case, a test particle placed at the surface 
of the beam core with no kinetic energy undergoes a 
cloverleaf-shaped motion and all particles are bound by a 
strong magnetic field.  

SPACE-CHARGE SIMULATION 
To analyze particle motion in realistic cyclotrons, 

numerical simulations are necessary; only then can effects 
from acceleration, the strongly modulated magnetic fields 
of separate sector cyclotrons, neighboring turns and so on 
be precisely taken into account. Many simulation codes 
have been developed [43,48,51-54] and one of the most 
advanced is OPAL [55]. We have also developed a 
classical particle-in-cell code in order to reproduce 
important results made by previous authors. Characteristic 
features of our code include Runge-Kutta integration for 
the time evolution of particle motion, evaluation of the 
space-charge force in the particle-rest frame (only the 
electrostatic potential is included), use of an area-
weighted charge density distribution for Poisson’s 
equation, a DFT-based direct Poisson solver. The Poisson 
computation box is chosen to be a rectangular 
parallelepiped and the potential is set to zero at two 
vertical boundaries simulating a beam chamber. The 
longitudinal boundary condition is virtually open and the 
radial boundary condition is chosen carefully. The number 
of test particles used is 105 to 106.  

We made space-charge simulations for uranium ions 
accelerated by RRC with an assumption of separated 
turns. While a long bunch exhibits a spiral galaxy-shaped 
distribution even for beam intensities much less than the 
space-charge limit (Fig. 5(a)), a short bunch remains 
round (Fig. 5(b)). This result reproduces preceding work 
[43] and demonstrates the effectiveness of the round-
beam acceleration scheme [45].  

Figure 5: Particle distributions in horizontal (r) and 
longitudinal (s) planes for 238U35+ 10.8 MeV/amu beams 
with intensities and initial phase widths of (a) 1 p�A and 
6�and (b) 5 p�A and 3�. 

 
The effectiveness of accelerating much longer bunches 

(�� = ~20�) using flat-topping resonators should be 
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investigated because the charge density of bunches 
substantially decreases and the linear part of the space-
charge force can be compensated by shifting the phases of 
the flat-topping resonators. Our simulations for RRC 
show that a long-bunch acceleration scheme gives a lower 
intensity limit, as in the case of PSI injector 2. However, 
this does not mean the round-beam scheme is always 
superior to the long-bunch scheme. A formula recently 
proposed for separated turns by Baartman [56] predicts an 
intensity limit of 2.6 p�A for a 345-MeV/amu uranium 
beam accelerated in SRC [57], our final stage accelerator. 
On the other hand, a space-charge simulation predicts an 
intensity limit of 6 p�A [58] for a uranium beam 
consisting of long bunches using a flat-topping resonator. 
Of course these two estimations do not strictly employ the 
same criteria for allowable beam loss and also include 
some uncertainties, but the reason why the latter 
simulation yields a similar intensity limit is that the bunch 
is very long (~16 cm at extraction). 

 

 
Figure 6: Particle distributions at extraction for a 10.8-
MeV/amu 238U35+ beam in case of the 24.33 MHz 
acceleration scheme. Results of (a) a 5-bunch simulation 
and (b) a 7-bunch simulation are shown. 

 
A round beam is stable for separated turns. However, 

separated turns are not easily available in many heavy-ion 
cyclotrons because their acceleration voltages are 
insufficient compared with the large mass-to-charge ratio 
of the accelerated ions, or because of the high magnetic 
field employed in order to produce high-energy beams. 
The straightforward solution is to increase the 
acceleration voltage. At present, we operate the RF 
resonators of RRC at 18.25 MHz and the maximum 
available acceleration voltage is 0.28 MV/turn, which is 
insufficient to obtain separated turns. Hence usage of 
24.33 MHz is proposed. In this case, an acceleration 
voltage increases up to 0.48 MV/turn, although we need 
some modifications for the present accelerator complex.  

However, even in this case, effects from neighboring 
turns should be taken into account because they are not 
negligibly small. There are two methods to include the 
neighboring turn effects. The first is to impose a periodic 
boundary condition in the radial direction. This is justified 
for only a case of centering acceleration under a perfect 
isochronous magnetic field because coherent radial 
betatron motion or an imperfection of the isochronous 
magnetic field induces longitudinal misalignment of 
bunches. The other is to treat explicitly relevant 
neighboring bunches in the space-charge simulation. Yang 
et al. [59] pioneered space-charge simulation of this type 

using OPAL-CYCL, a “flavor” of the OPAL framework. 
Their result that neighboring turns reduce the transverse 
profile and the energy spread of the beam bunch is 
encouraging. So, we conducted multi-bunch simulations 
where a single Lorentz frame is used. It may be justified 
for . Results for nearly centering acceleration are 
shown in Fig. 6. Compared with a result obtained by a 
single-bunch simulation under a periodic boundary 
condition, we find no drastic change in multi-bunch 
simulations. However, we found that simulation results 
fluctuate depending on the number of bunches included, 
that is, convergence is not yet obtained. It means that we 
need more bunches but it is difficult to increase the 
number of turns due to limitation of our computing 
resources at present. We need further studies on the 
effects of neighboring turns in order to understand 
quantitatively beam loss at extraction in heavy-ion 
cyclotrons.  

SUMMARY 
The “golden rule” for accelerating high-intensity beams 

in cyclotrons is to increase the acceleration voltage to 
obtain a sufficient turn separation at extraction so as to 
make maximal use of the local vortex motion. This was 
established by the success of PSI. To optimize the design 
of heavy-ion cyclotrons, a deeper understanding of 
neighboring-turn effects, both numerically and 
experimentally, is necessary.  
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PROGRESS IN THE UPGRADE OF THE CERN PS BOOSTER
RECOMBINATION

J. L. Abelleira, W. Bartmann, J. Borburgh, E. Bravin, U. Raich, , CERN, Geneva, Switzerland

Abstract

The CERN PS Booster recombination lines (BT) will be

upgraded following the extraction energy increase foreseen

for the long shutdown 2 (LS2) and meant to reduce the

direct space-charge tune shift in the PS injection for the

future HL-LHC beams. Henceforth the main line elements,

recombination septa, quadrupoles and dipoles must be scaled

up to this energy. An increase in the beam rigidity by a

factor 1.3 requires the same factor in the field integral of the

septa,
∫
Bdl, in order to bend the same angle and preserve

the present recombination geometry, which is one of the

main upgrade constraints. This paper describes the new

optics, in particular in the new and longer septa. In addition

we consider the upgrade of the so called BTM line that

brings the beam to the external dump and where emittance

measurements are taken thanks to three pairs of grids. The

new proposed optics has also the advantage to simplify the

design of the new dipoles. Here we study this new optics

and the issues related to the emittance measurement at the

new higher energy.

INTRODUCTION TO THE
RECOMBINATION LINES

The four transfer lines that extract protons from each ring

of the PSB to the PS (BT1, BT2, BT3, BT4) are recombined

in the BT line (Fig. 1).

Figure 1: Scheme of the PSB ejection lines, not to scale

From the BT line, the beam can go to three different

locations: to the PS (BTP line), to the ISOLDE facility

(BTY) or to a dump (BTM). BT.BHZ10 is the switch mag-

net to the BTP line and BTY.BVT101 is the switch magnet

o BTY (off when sending to the dump). Figure 2

represents the scheme of the BT-BTM magnets. A set of

three couples of SEM grids lo-cated in the BTM line is used

for the emittance measurement in the two planes. In this

paper we describe the works on the recombination part (in

green in Fig. 1) and the BT-BTM line (in red).

Figure 2: Scheme of the BT-BTM line. Quadrupoles are

shown in red and dipoles in blue. It corresponds to the red

line in Fig. 1.

UPGRADING
The LHC Injectors Upgrade (LIU) project [1] aims to

an injection energy in the PS of 2 GeV, so that the present

lines must work at that energy. In addition, the upgrade of

the recombination lines must not hinder a possible upgrade

of the ISOLDE faclity from 1.4 to 2.0 GeV. In particular,

the energy upgrade translates into a 30% increase in beam

rigidity, so that the same increase have to followed by the

field integral
∫

Bdl in all the bending elements: dipoles,
septa and kickers. At the same time, a working energy of

1.4 GeV must be allowed in terms of element acceptances.

The present 1.0-GeV working energy will be discarded after

long shutdown 2 (LS2).

OPTICS
In order to deal with the different users of the extracted

beams from the PSB, four different optics configurations for

the BT-BTM line exist [2]:

1. Dump optics

2. ε x (Horizontal emittance) measurement: large Dx

3. ε x measurement: small Dx

4. ε y (Vertical emittance) measurement

The first one is a common configuration to dump the beam

and to send it to the ISOLDE facility, while the optics 2, 3

and 4 are used to measure the beam emittances. The reason

for having two configurations for the ε x -measurement is the
large variety of beams that the PSB is supposed to deal with,

which are summarized in Table 1.

Table 1: Expected Normalized rms Emittances and Momen-

tum Spreads of the Different Beam Types in the PS Complex,

after LS2

Beam εN,x [μm] εN,y [μm] σδ

LHC (BCMS) 1.2 1.2 1.1 × 10−3
LHC 1.6 1.6 1.5 × 10−3
Fixed target 10 5 1.35 × 10−3
ISOLDE 15 9 1.35 × 10−3
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In the following, the half beam sizes are calculated as a

function of the number of sigma (nσ) as:

Ax,y = nσ

√
kβ βx,y

εN ;x,y

γr βr
+
�
�
�
kβDx,yσδ

�
�
�
+c.o.

√
βx,y

βM ;x,y
;

(1)

where kβ represents the uncertainty factor on the betatron
(β) and dispersion (D) functions; while γr and βr are the
relativistic parameters. βM represents the maximum value

of the β-functions and c.o. is the trajectory variation, 1.5
mm.

For the LHC beams, the first term in Eq. 1 is very small

and in order to reduce the contribution of the second one,

the small-Dx optics is used, On the other hand, this optics

presents reduced horizontal acceptance due to larger values

of βx so that the large-Dx optics has to be kept for beams

where the emittance contribution is significant, that is, for

non-LHC beams.

Limitation of present optics

Studies have been performed to check possible bottlenecks

of the present optics. Figures 3 and 4 show the two worst

cases in aperture limitation. Beam sizes are represented

(using the definition in Eq. 1 with nσ=3, kβ = 1.2 and 1.4
GeV) and compared with the physical aperture of the line.

Figure 3: Aperture and beam envelope in the horizontal

plane, for the dump optics and ISOLDE beam.

We can observe that the aperture is narrower than the

3-σ beam size at BTM.BHZ10 (horizontal plane) and

BTM.QNO20 (vertical plane). The aperture bottleneck into

the BTM.BHZ10 aperture may be the cause of an excess

observed during a radiation survey performed in 2013 (Fig-

ure 5). A reduction of the beam size at these locations would

reduce the beam losses and would ease the design of the

new bending magnet for the 2-GeV upgrade at the position

BTM.BHZ10 [3]. In fact its vertical gap can be reduced

from the present value.

Figure 4: Aperture and beam envelope in the vertical plane,

for the large-Dx emittance measurement optics and ISOLDE

beam.

Figure 5: Radiation survey [4] for the BT-BTM line after

recombination.

THE NEW OPTICS FOR THE BTM LINE
In order to reduce the beam size at locations BTM.QNO20

and specially BTM.BHZ10, a new full set of op-

tics has been prepared, by rematching the quadrupoles

BT.QNO40, BT.QNO50, BTM.QNO05, BTM.QNO10 and

BTM.QNO20, while respecting the specification for the max-

imum energy desposition on the beam dump [5]. In addition,

the following conditions of the optics in the grids must be

fulfilled for either plane:

α2 = 0 (2)

Δμ1−2 = Δμ2−3 = π/3 (3)

min
⎡
⎢
⎢
⎢
⎢
⎣

D2

β
+

(
α

D√
β
+

√
βD′

)2⎤
⎥
⎥
⎥
⎥
⎦

(4)
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Here the subindex refers to the corresponding grid and the

Twiss functions to those whose emittance is to be measured.

The comparison between the two optics is done in Fig. 6

for the dump configuration. We can appreciate how the β-
function has been strongly reduced at BTM.BHZ10. Figure 7

compares the two optics for the large-Dx ε x -measurement.
Here the horizontal β-function is reduced at BTM.QNO20.
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Figure 6: Comparison between the current and the proposed

optics for the dump configuration.
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Figure 7: Comparison between the current and the proposed

optics for the large-Dx ε x -measurement configuration.

Figures 3 and 4 also compare the beam sizes with the

present and with the new optics. It is evident the reduction

on the beam at the two problematic locations.

Table 2 summarizes the maximum beam sizes for the

present and for the proposed values of the ensemble of

the four optics configurations. The maximum Ay in

BTM.BHZ10 has been reduced by 19 mm and by the maxi-

mum Ax in BTM.QNO20 by 14 mm.

In order to ensure compatibility with possible upgrade of

the ISOLDE facility to 2.0 GeV, the optics changes at the

location of BTY.BVT101 have been kept to the minimum.

This assures the optics matching to a future upgrade of this

line and a reasonable beam acceptance at this location if this

magnet is upgraded to a longer one.

Table 2: Maximum Beam Sizes for each of the Elements of

the BT-BTM Line [mm].

present proposed

Ax Ay Ax Ay

BT.QNO40 57 25 57 25

BT.QNO50 40 34 40 34

BT.BHZ10 35 42 34 36

BTM.QNO05 29 48 27 38

BTM.BHZ10 36 56 33 37
BTM.QNO10 45 59 35 37

BTM.QNO20 67 41 53 40

BTY.BVT101 49 29 38 29

With respect to the beam dump, the minimum value of

beam size in the dump core is not reduced with respect to

the specified value [6].

EMITTANCE MEASUREMENT WITH
THE NEW OPTICS

The new optics would improve the emittance measure-

ment, as the conditions in Eqs. 2, 3, 4 are met with more

precision. However, at the upgraded energy of 2.0 GeV, the

beam sizes become smaller due to the adiabatic damping.

We need to evaluate if the present hardware will be capable

to measure the emittance of the future beams. First of all,

we have to consider the wire separation on the present grids.

For the inner couple of SEM grids it has a value of 0.5 mm,

while the outer ones feature 1 mm. In principle we consider

that the beam profile can be well measured if the rms beam

size is above the wire seperation [7].

The minimum rms beam size that the we can measure is

given by:

σx,y =

√
βx,y
εN ;x,y

γr βr
+

(
Dx,yσδ

)2
; (5)

For the smallest future beam to be measured (LHC

BCMS), the beam size in the central grid is σy ∼ 0.7 mm
and for the outer ones, ∼ 1.6 mm. These values are above
the wire separation, so in principle it will be possible to mea-

sure the emittance with the present systems. These studies

will continue in order to account for the precise value of the

error in the emittance measurement for all kind of beams.

APERTURE STUDY OF THE
RECOMBINATION SEPTA

The recombination of the four beam lines is done by three

septa and three kickers, as shown schematically in Fig. 8.

Septa and kickers are required to increase their field inte-

gral
∫

Bdl by a 30% in order to deal with the higher energy,

while bending the same angle and preserving the present

recombination geometry. The new septa are longer, with

their dimensions compared with the present ones shown

in (Fig. 9). In addition, the deflection center is assumed

to be moved downstream by 82 mm. The new septa have
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Figure 8: Scheme of the PSB recombination, showing the 3

septa (SMV) and the 3 kickers (KFA), not to scale.

been introduced in the model and the trajectories had been

rematched. A study has been performed to evaluate the

acceptance of the septa (Ax,y , Eq. 1) in terms of nσ , com-
paring the case of the present with the upgraded septa and

evaluating how to improve this acceptance.

Figure 9: Comparison between the present (top) and new

(bottom) septa, indicating the corresponding magnetic (LM )

and physical lengths (LR) [8].

Figure 10 shows the septum that recombines the beams

coming from ring 3 (undeflected) and ring 4 (deflected). The

beam envelope corresponds to nσ = 2.6 for the ISOLDE
beam.

The first thing we observe is that this beam touches the

septum blade at the exit while there is still some aperture

margin at the entry face of the magnet. This situation is the

same for the lengthened septa, as we can see in Fig. 11.

In the last case, we can observe a loss in the beam ac-

ceptance, ∼ 0.1 nσ . The case is simular for the other two
recombinations (BT1.SMV10 and BT.SMV20), and also for

the horizontal plane (see Figs. 12 and 13), with losses in

acceptance while moving to larger septa in all cases below

this quantity. In SMV20 the vertical acceptance is more

reduced: nσ = 2.0 for the present septum and 1.9 for the

upgraded one.
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Figure 10: BT4.SMV10 vertical recombination with present

septum (nσ = 2.6).
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Figure 11: BT4.SMV10 vertical recombination with length-

ened septum (nσ = 2.5).
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Figure 12: BT4.SMV10 horizontal recombination with

present septum (nσ = 2.5).

The fact that the limitation in acceptance is given by the

vertical beam separation at the exit of the septum makes

unnecessary to increase the transverse dimensions of the

septa. This is not the case for magnets where the trajectories

of the beam at the entry and the exit are symmetric, where a

Proceedings of HB2014, East-Lansing, MI, USA MOPAB02

Accelerator System Design, RF, Injection and Extract

ISBN 978-3-95450-173-1

27 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



-40

-20

 0

 20

 40

 6  6.5  7  7.5  8

x[
m

m
]

s proyected in X-Z plane [m]

ring 3
ring 4

Figure 13: BT4.SMV10 horizontal recombination with

lengthened septum (nσ = 2.5).

longer magnet means a longer sagitta and the need to increse

the gap.

In order to increase the acceptance of the septum, one

could increase the separation of the orbit centers at the exit

of the septum. However, one would need a increase in the

angle of the recombination kickers (∼8.5 mrad for KFA10
and ∼5.4 mrad for KFA20). The KFAs will be upgraded
to 2.0GeV; a further increase would be a major upgrade,

that is the reason why the option of increasing the angle is

discarded. There would be a solution to increase the beam

separation at the septum exit without increasing the kicker

angle, consisting on moving the quadrupoles between septa

and kickers bringing them closer to the septa. But this option

cannot be realized due to the lack of space in the line.

CONCLUSIONS
• For the present machine (1.4 GeV), the new optics is

able to improve the transmission efficiency of the BT-

BTM line, reducing potentially the beam losses and

the radiation associated with these losses. It also offers

improved conditions for the emittance measurements.

It will be benchmarked with a machine development

study (MD).

• For the upgrade of the PSB at 2GeV, this new optics will

ease the design of the bending magnet BTM.BHZ10, by

reducing its gap height. It does not hinder, in principle,

a future upgrade of the BTY line at 2GeV.

• The future beams will have a beam size in the SEM

grids above the wire separation, so it seems possible to

continue measuring the emittance at the same precision.

• The limitation on the septum acceptance is given by

the orbit separation at the exit.

• The new longer septa can be built with the same vertical

and horizontal gap with a negligible loss in acceptance.

• The work described here concerns the BT and BTM

lines. For an update of the works on the BTP line and

PS injection see [9].

.
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AN OVERVIEW OF THE PREPARATION AND CHARACTERISTICS OF 
THE ISIS STRIPPING FOIL 

H.V. Smith, B. Jones, ISIS, STFC, Rutherford Appleton Laboratory, UK

Abstract 
The ISIS facility at the Rutherford Appleton 

Laboratory is a pulsed neutron and muon source, for 
materials and life science research.  H− ions are injected 
into an 800 MeV, 50 Hz rapid cycling synchrotron from a 
70 MeV linear accelerator, over ~130 turns by charge 
exchange injection.  Up to 3×1013 protons per pulse can 
be accelerated, with the beam current of 240 μA split 
between the two spallation neutron targets. 

The 40 × 120 mm aluminium oxide stripping foils used 
for injection are manufactured on-site.  This paper gives 
an overview of the preparation and characteristics of the 
ISIS foils, including measurements of foil thickness and 
elemental composition.  Consideration is also given to the 
beam footprint on the foil and how this could be 
optimised.    

THE ISIS INJECTION SYSTEM 
Injection into the synchrotron occurs via 70 MeV H− 

charge exchange injection over 200 μs (~130 turns) 
beginning 400 μs before field minimum of the 50 Hz 
sinusoidal main dipole field.  The foil is mounted in the 
middle of four dipole magnets which create a 65 mm 
symmetrical horizontal orbit bump and remove any un-
stripped beam, Fig. 1.  The bump collapses immediately 
after injection, in 100 μs, limiting re-circulations to ~30. 

 
Figure 1:  Schematic of the bump and injection magnets 
overlaid with the trajectories of the incoming H− beam, 
and circulating protons. 

Throughout the injection process the beam is painted 
transversely to reduce the effect of space charge forces, 
Fig. 2.  The injected beam spot is fixed horizontally but 
painting is realised in this plane by the 20 mm movement 
of the dispersive closed orbit generated by the energy 
mismatch between the constant injection energy and 
changing synchronous energy of the ring.  Vertical 
painting is achieved with a programmable dipole located 
upstream of the foil.  The dipole current is swept such that 
the beam is moved 12 mm on the foil.  The flexible 
positioning and painting system allows beam to be 
injected even when some areas of the foil are damaged, 
this can extend the useful foil life and avoid a foil change.   

Operational experience shows that foil lifetimes are 
often in excess of 200,000 μA hrs, with an average of 
~80,000 μA hrs, limited primarily by mechanical factors.  
A new foil is posted in preparation for each ISIS user 
cycle in order to avoid a foil change during the cycle 
which would require access to the synchrotron hall and 
result in ~4 hrs without beam.   

 

 
Figure 2:  Phase space painting (schematic) on the foil in 
the horizontal and vertical planes.  The injection spot is 
marked in red, with the closed orbit marked in blue. 

MOTIVATIONS 
It is important to understand the properties of the 

stripping foil to optimise machine operations and design 
future upgrades. 

Previous papers and reports [1, 2] give conflicting 
statements about the thickness and composition of the 
stripping foil.  Most state that the foil is aluminium oxide 
(alumina) and that the thickness is 0.25 μm or 50 μg cm-2.  
Using the accepted density of aluminium oxide, 
3.95 g cm-3, the quoted areal density and thickness of the 
foil are inconsistent.  These discrepancies prompted a 
fresh study of the foil production mechanism and 
measurements of the resulting foil properties. 

FOIL PREPARATION 
The stripping foils used in ISIS operations are 

manufactured on site.  Production requires numerous 
complex, non-automated stages and the skill, experience 
and judgement of staff is heavily relied upon to create 
usable foils.  In total it takes around 20 hours to produce a 
single foil via the following eight stages, Fig. 3:   

 
1. A 0.15 mm thick sheet of 99% pure aluminium is cut 

to 70 × 130 mm, two mounting holes are punched 
through and two wedges clipped out of the edges of 
the sheet in preparation for final installation. 

2. One long edge of the aluminium sheet is then bent in 
a custom jig to strengthen it.  The top short edge of 
the sheet is slid into a slot in a pre-prepared custom 
made mounting pin that is used to hold the foil in the 
mounting mechanism in the synchrotron. 
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3. At this stage the aluminium sheet is annealed in a 
vacuum furnace at a temperature of 360 °C for eight 
hours.  The sheet is then anodised at 180 V, for 10-
15 minutes, creating an alumina coating.  The 
anodising solution is made from a mixture of 10 ml 
of analytical water and 6 g of ammonium hydrogen 
tetrahydrate.  The annealing process is then 
completed by heating the sheet to 280 °C for another 
eight hours.  

4. The edges of one side are masked in a custom jig and 
the alumina layer inside the masked region is 
removed by hand with wire wool. 

5. The sheet is then suspended in a solution of 
methanol (1000 ml) and (30 ml) bromine to etch 
away the exposed aluminium, leaving just a thin 
transparent film surrounded by a frame.  Once a 
visual inspection confirms that all of the required 
aluminium has been removed the thin foil is washed 
in an acetone bath. 

6. The delicate foil is then placed in a vacuum chamber 
(10-7 Torr) and a 0.18 μm layer of aluminium is 
electrostatically evaporated onto both sides of the 
foil.  The deposited thickness is monitored by a 
quartz crystal. 

7. The non-mounting edge of the frame is removed 
using a scalpel to expose the foil edge and then the 
foil is stored for up to six months over silica beads in 
(non-vacuum) containers.  The silica beads act as a 
desiccant to prevent the foils from deteriorating due 
to hydration in air.  After six months any unused 
foils are disposed of. 

8. Immediately prior to installation in the synchrotron a 
scalpel is used to detach other parts of the foil from 
the frame.  The extra cuts leave only the top edge, 
very bottom corner and top half of the secured edge 
supported, Fig. 4.  These cuts reduce any residual 
mechanical stress, increasing the foil lifetime.   
  

 
Figure 3:  ‘Cut-through’ schematic of the production of 
the ISIS stripping foil.  The stages identified correspond 
to those outlined in the foil preparation section. 

 
Figure 4:  Two completed stripping foils. Left shows the 
dimensions of the final foil area compared to the original 
aluminium sheet.  Right shows the cuts made to the foil. 

FOIL MEASUREMENTS 
A series of studies were undertaken to measure and 

understand the thickness and composition of the ISIS 
stripping foil. 

Thickness 
From the foil preparation stages, Fig. 3, it can be seen 

that the thickness due to electrostatically deposited 
aluminium is expected to be 0.36 μm.  The amount of the 
alumina onto which the aluminium is deposited is 
controlled by the anodising conditions.  Because the 
anodising is conducted at a constant voltage, rather than 
constant current, it is not possible to calculate the 
expected thickness of the anodised layer.  However, early 
foil development documents [3] refer to the anodic layer 
being built up at a rate of 13 Å V-1 when using 190 V and 
an assumed current density of <2 mA cm-2.  This would 
give an expected thickness of alumina of 0.247 μm.  

Thickness measurements on foil samples were made 
using a surface profiler [4].  In this technique a probe was 
used to measure the step-height at the foil edge, Fig. 5.  
Measurements were made for cases where the probe 
moved onto the foil from the substrate and conversely 
from the foil onto the substrate.  For the four samples the 
average thickness was measured as 0.5450 ±0.0005 μm 
with a standard deviation of 0.02 μm.   

 

 
Figure 5:  Top left shows the probe (and probe shadow) 
moving along the sample foil surface.  Right shows the 
probe position which is used to obtain the step-height of 
the foil.   

120 mm 130 mm 

40 mm 

70 mm 
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Some significant (~0.5-1 μm) changes in foil thickness 
were observed over ~10 μm probe movements.  An 
Atomic Force Microscope (AFM) [5] was used to assess 
the surface roughness and measured it to be ~200 nm, 
Fig. 6.  The changes in the profiler probe height could be 
attributed to the probe dragging and piling up foil 
material as it moves. 

Figure 6:  AFM image of surface roughness. 

A total measured thickness of 0.545 μm and a known 
thickness of deposited aluminium of 0.36 μm indicates 
that the thickness of the remaining alumina in the foil 
samples is 0.185 μm, which is thinner than the 0.247 μm 
expected.  The constant voltage anodising method results 
in many uncertainties in the thickness control of the 
anodic layer for each foil and the components and 
concentration of anodising solution may have changed 
since the initial development [3]. 

Mass 
Using the accepted density of aluminium (2.7 g cm-3) 

and aluminium oxide (3.95 g cm-3), along with the 
measured thickness, the expected mass of a foil sample 
with dimensions 40 ±5 × 120 ±5 mm is 8.2 ±1.4 mg.  
Samples of ISIS foils, removed from their frames, were 
weighed by carefully sandwiching a foil between sheets 
of weighing paper (of measured mass) [6].  The resulting 
average mass was 11.530 ±0.005 mg with a standard 
deviation of 0.070 mg between three samples.  This 
discrepancy suggests that there may be other impurities 
present in the foil.  

Composition 
The foil composition was analysed using energy 

dispersive x-ray spectroscopy (20 keV) [7, 8].  Twelve 
separate points on a small foil sample were analysed with 
the resulting spectra showing the proportion of each 
material detected.  As expected, the main foil constituents 
were oxygen (60.45%) and aluminium (37.11%), with 
traces of other elements present, Table 1.  The 
spectroscopy composition results match well to the 
expected distribution in aluminium oxide, Al2O3.      
Table 1:  Elemental Composition (%) of the Foil Sample 

Element Composition (%) 
Oxygen (O) 60.45 
Aluminium (Al) 37.11 
Sulphur (S) 1.33 
Copper (Cu) 0.48 
Silicon (Si) 0.32 
Titanium (Ti) 0.10 
Iron (Fe) 0.08 
Potassium (K) 0.08 
Magnesium (Mg) 0.05 

It is possible that small amounts of impurities could 
have been introduced during the foil manufacture, or may 
have arisen from the substrate adhesive used in the 
spectroscopy measurement.  Assuming all of the 
aluminium detected is associated with the aluminium 
oxide compound then there is 4.79% more oxygen present 
than anticipated.  This is likely to be due to the oxidation 
of the impurities.  Similar to the AFM result an image 
from the Scanning Electron Microscope (SEM) used in 
the spectroscopy showed some non-uniformity in the foil 
structure.   

A neutron diffraction pattern was also obtained from 
the foil samples using the medium resolution powder 
diffraction instrument at ISIS, Polaris [9].  This 
instrument specialises in the rapid characterisation of 
crystal structures in small samples.  It was hoped that this 
technique would show the sample crystal structure, 
including any trace impurities.  Three entire foils were 
required in order to see any crystalline diffraction above 
the noise, Fig. 7.  The foils were compressed into a thin 
walled glass capillary tube for the measurement.  

 
Figure 7:  Neutron diffraction pattern observed from an 
experiment on Polaris showing the miller indices of the 
planes present in crystalline aluminium. 

Simulated diffraction patterns for crystalline aluminium 
and alumina were compared to the obtained diffraction 
pattern, Fig. 7.  This analysis showed that all the peaks 
present were associated with pure aluminium.  There 
were no strong peaks present at d-spacings of 1.4, 1.6 or 
2.1 Å which would be expected for crystalline alumina.  
This was anticipated because the anodising technique 
produces amorphous alumina.  Because of the small 
sample size there is a high noise level in the data, if there 
were any crystalline alumina it would be <10% of the 
total content.  The low intensity of crystalline aluminium 
detected is assumed to be the remnants of any un-etched 
aluminium sheet, or non-oxidised deposited aluminium.   

Results Summary 
Results from the composition analysis suggest that 

oxidation of the final layers of electrostatically deposited 
aluminium had occurred.  An oxide layer naturally forms 
on an exposed aluminium surface and this is expected on 
the foil samples as they are not stored under vacuum 
conditions after preparation.  If it is assumed that the 
entire foil material is aluminium oxide the expected mass 
would be 10.3 ±1.8 mg, which is consistent with the 
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measured mass of 11.53 mg.  As observed through the 
AFM and SEM measurements there is an inherent surface 
roughness and any non-uniformity in the anodising, 
etching or deposition processes could result in variation in 
foil mass. 

The consistent results obtained in this series of 
measurements suggest that the ISIS stripping foil is best 
described as a 0.55 μm, 215 μg cm-2, aluminium oxide 
foil.  Previously quoted thicknesses of 0.25 μm or 
50 μg cm-2 may correspond to the expected thickness of 
the anodised alumina layer or the thickness of 
electrostatically deposited aluminium on a single side, 
respectively.  It is also possible that the foil production 
method has drifted over time towards the production of 
thicker foils than originally specified to achieve the 
increased foil lifetimes.  The effect of thicker foils on 
accelerator operations is discussed in a later section of 
this paper. 

BEAM MEASUREMENTS 
Beam Size 

Injection efficiency may be improved by decreasing the 
transverse foil size.  A smaller foil means less re-
circulating beam hits the foil so the effects of beam 
scattering, energy straggling and heat stress on the foil are 
reduced.  Measurements have been undertaken to 
understand the minimum foil size that could be acceptable 
for use in ISIS operations.  Using a beam diluted to 10% 
with a pepper-pot absorber, to limit component activation, 
the circulating beam intensity was measured as a function 
of horizontal foil position, Fig. 8. 

 
Figure 8:  Graph of horizontal foil position against 
measured circulating beam intensity showing that the 
injected beam has a diameter of ~10 mm. 

Results show that under typical operating conditions 
the beam has a horizontal diameter of 10 ±2 mm.  Errors 
in the measurement arise from pulse-to-pulse variations in 
injection position and intensity as well as fluctuations in 
circulating beam current.  The foil position is routinely set 
at ~230 mm to accommodate the unstable injection spot 
and any potential halo on in the injected beam. 

There is no capability for moving the foil in the vertical 
plane, but the painting amplitude of the vertical beam is 
12 mm.  At the end of injection the beam footprint on the 
foil is ~10 × 50 mm [10], Fig. 9.  Although the foil takes 
up the full vertical aperture only the top half is used for 

stripping.  Removing the bottom half of the foil would 
significantly reduce the number of foil re-circulations but 
may affect the structural integrity of the foil. 

The Chinese Spallation Neutron Source (CSNS) plans 
to run with a smaller, 21 × 60 mm, 100 μg cm-2 boron-
doped carbon stripping foil [11].  Mounting and 
supporting a smaller foil poses extra challenges, with 
many solutions involving the use of thin silicon carbide 
support wires [12].  Aiding the research of both 
organisations, plans are being made to test CSNS foils on 
ISIS during dedicated machine study time. 

 
Figure 9:  Schematic of the beam footprint on the foil at 
the end of injection.  The dark red spot is the painted 
space and the light red area is accumulated beam.   

Energy Loss  
Predictions of expected energy loss per traversal for 

alumina foils of 50-215 μg cm-2 are 0.4 and 1.6 keV 
respectively.   

One technique identified for measuring this energy loss 
on ISIS involves producing ~100 extra foil traversals by 
moving the start time of the injection bump.  The 
additional energy losses would correspond to changes in 
beam revolution frequency of 0.35-1.5 ns.  This 
measurement is very challenging at currently available 
data acquisition rates.  Studies to further increase the 
number of foil traversals by moving the horizontal closed 
orbit onto the foil are planned in the future.  

EFFECT OF FOIL MATERIAL AND 
THICKNESS 

With improved knowledge of the foil characteristics, 
simulations of the ISIS stripping foil were reviewed using 
an in-house single pass code [13].  Assessments were 
made of the stripping efficiency and scattering that would 
be expected from both the previously assumed 50 μg cm -2 
and newly measured 215 μg cm-2 aluminium oxide foil.  
The code includes the effects of inelastic nuclear 
interactions, single large-angle Coulomb scattering and 
multiple small-angle Coulomb scattering.   

Results show that the increase in thickness yields an 
increase in stripping efficiency from 97.2% to 99.9%.   
However, it also leads to increases in scattering which 
could result in loss.  Further detailed simulations should 
be completed to understand the current extent of foil 
scattering at ISIS.  
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Operationally the ISIS injection efficiency, calculated 
from toroid current monitors, is ~97-99%.  A high 
stripping efficiency is consistent with experience as this 
measure of injection efficiency includes contributions 
from all injection loss mechanisms.   

CONCLUSIONS AND FURTHER WORK 
Measurements of the properties of the ISIS stripping 

foil have been made, resulting in a more consistent 
understanding of the foil preparation techniques, material 
composition and thickness.  Combining all of the 
measurement results together the foil used for ISIS 
operations is best described as 0.55 μm, 215 μg cm-2, 
aluminium oxide.   

Details of the foil production mechanism have been 
provided.  The foil manufacture is a complex multi-stage 
process that relies on individual skill.  It is thought that 
certain stages of the foil production (masking, anodising, 
electrostatic deposition) may have drifted from the initial 
method over time as operations at increasing beam 
intensities and the ability to store foils without 
degradation necessitated longer-lasting foils.  A new foil 
is posted, as a conservative approach, for each ISIS user 
cycle even though the lifetimes can be far in excess of 
this.   
   At 40 × 120 mm the ISIS foil occupies a large 
proportion of the machine aperture.  For future upgrades 
to ISIS it is anticipated that a smaller foil could be used to 
reduce the number of re-circulating particles interacting 
with the foil, thereby reducing unwanted scattering and 
heating effects. As part of this study the minimum 
horizontal foil size currently required on ISIS was 
measured.  Mounting a smaller foil could be a challenge; 
it is hoped that experience of operating with smaller foils 
will be gained by testing CSNS foils on ISIS. 
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GLOBAL LINEAR OPTICS CORRECTION FOR LOW ENERGY RHIC

RUN
∗

C. Liu† , K.A. Drees, A. Marusic, M. Minty, C. Montag, BNL, Upton, NY 11973, USA

Abstract

There has been increasing interest in low energy runs

in RHIC, in order to probe the phase diagram at the low

energy end. The optics is one of the critical pieces for a

successful low energy run since it affects the beam lifetime

and thus the achievable luminosity. While acquiring op-

tics measurement data remains difficult, progress has been

made in recent years in the analysis of such data and in

correcting global optics errors. The analysis technique and

the results of optics correction for low energy runs are pre-

sented in this report.

INTRODUCTION

Collisions in the low energy range are motivated by one

of the key questions of quantum chromodynamics (QCD)

about the existence and location of a critical point on the

QCD phase diagram [1]. The beam energy range for low

energy runs is between 2.5 and 20 GeV/nucleon. Within

this range an energy scan will be conducted over 7 differ-

ent energies. The luminosity of low energy collisions is

expected to improve substantially with the help of low en-

ergy electron cooling of the colliding beams [2].

The dynamic aperture of the low energy beam has

been improved over the years by fixing the machine non-

linearity [3]. On the other hand, it was not possible to sys-

tematically measure the optical functions due to the low

beam intensity and its short lifetime. During the 2013 and

2014 runs, we managed to measure the linear optics using

injection oscillations recorded by turn-by-turn beam po-

sition monitors (BPMs), which avoided exciting coherent

betatron oscillation. Furthermore, optics corrections were

implemented which reduced the global relative errors of

beta functions (beta-beat) and corrected the beta functions

at the collision points. The analysis technique applied to

the turn-by-turn BPM data is presented in the following to-

gether with the measured and successfully corrected linear

optics during the low energy runs.

OPTICS MEASUREMENTS DURING LOW

ENERGY TEST IN 2013

RHIC was operated for a dedicated test with proton

beams at ∼ 6 GeV in 2013. One horizontal injection oscil-

lation BPM data is shown in Fig. 1. Two irregularities can

be seen in this data set. One is the beam positions reported

around turn 200, which looks like pure noise and is present

in data recorded by all BPMs. The other one is the sudden

∗The work was performed under Contract No. DE-AC02-98CH10886

with the U.S. Department of Energy.
† cliu1@bnl.gov

increase of the coherent oscillation amplitude around turn

800. Both remain not understood due to time limitations

during the test.

Figure 1: The horizontal injection oscillation BPM data in

the Yellow ring during the low energy test in 2013.

The acquired injection oscillation data imposed difficul-

ties on the analysis, which is based on a frequency domain

Fourier transform. The Fast Fourier Transform (FFT) pro-

duced a spectrum shown in Fig. 2, which is dominated by

noise. Therefore, one can neither extract useful tune infor-

mation nor any other optical functions.

Figure 2: The raw spectrum of the injection oscillation ob-

tained using the FFT technique.

The noise problem was solved later by applying a win-

dow (or filter in frequency domain) on the turn-by-turn
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BPM data [4]. Two clearly visible peaks, corresponding to

the horizontal and vertical tune, are dominating the spec-

trum. It is obvious that strong coupling was present in the

machine during the test. We had to tweak the tune setting

and check the response of the peaks to determine which one

corresponded to the horizontal or vertical tune.

Figure 3: The spectrum of the injection oscillation obtained

by applying window and then using FFT technique. The

peaks correspond to the horizontal and vertical tune respec-

tively.

By going through the spectrum of all available BPMs,

one could obtain the measured tunes from all the function-

ing BPMs. The histogram of the horizontal tune retrieved

from one data set (contains turn-by-turn data from ∼ 160

BPMs) is plotted in Fig. 4.

Figure 4: The histogram of the horizontal tunes, measured

by all BPMs.

Based on the amplitude of the tune peaks, the relative

error of the beta functions at all available BPMs was cal-

culated and is shown in Fig. 5. We did not attempt optics

corrections at that time since the analysis was offline and

took some time.

Figure 5: The global beta-beat in the horizontal plane mea-

sured during a low energy proton test in 2013.

OPTICS MEASUREMENTS AND

CORRECTIONS DURING LOW ENERGY

RUN IN 2014

In 2014 Au-Au collisions at 7.3 GeV/nucleon beam en-

ergy was provided to the experiments for a period of ∼ 3

weeks. Noise was no longer dominating the injection os-

cillation BPM data (Fig. 6).

Figure 6: Horizontal injection oscillations recorded by a

BPM in the Yellow ring during the low energy run in 2014.

To improve the measurement precision, a Gaussian win-

dow was applied to the turn-by-turn BPM data. The beta

functions, and thus the beta-beat, were retrieved using the

same technique as described in Ref. 4. The correction

strengths for the 72 trim quadrupole power supplies were

calculated using the SVD algorithm [5]. The corrections

were implemented in the machine and the resulting optics
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were remeasured. The global beta-beat before and after

correction are plotted in Figs. 7-10 for both planes in both

rings. Significant improvement of the global optics were

observed in all cases.

Figure 7: The global beta-beat before and after correction

in the Blue horizontal plane. Only one iteration of cor-

rection was implemented in the 72 trim quadrupole power

supplies.

Figure 8: The global beta-beat before and after correction

in the Blue vertical plane.

SUMMARY

For low energy runs in RHIC, injection oscillation BPM

data sets were used for the analysis of optical functions. In

2013, even though the BPM data was dominated by noise,

we managed to extract reasonable optical functions by ap-

plying a window to the raw data before performing an FFT.

In 2014, the global optical functions were analyzed with-

out much difficulty. The optics corrections were calculated

and implemented in operation for the first time in a low

energy run. Substantial improvement of the global optics

were observed by the subsequent measurements.

Figure 9: The global beta-beat before and after correction

in the Yellow horizontal plane.

Figure 10: The global beta-beat before and after correction

in the Yellow vertical plane.
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LONGITUDINAL DYNAMICS SIMULATION AT TRANSITION
CROSSING IN RHIC WITH NEW LANDAU CAVITY∗

C. Liu†, M. Blaskiewicz, J.M. Brennan, K. Mernick, M. Minty, C. Montag, K. Smith
BNL, Upton, NY 11973, USA

Abstract
At the Relativistic Heavy Ion Collider (RHIC), heavy

ion beams cross transition energy during acceleration to
energies required by the physics programs. In the past, to
battle longitudinal instabilities, a Landau cavity was turned
on just after acceleration through transition energy. The
Landau cavity with modified frequency will be implemented
before beam crosses transition in Run-14. Longitudinal
dynamics with this new configuration have been simulated
to optimize the phase and amplitude of the Landau cavity.
We will present simulation results in the report.

INTRODUCTION
At RHIC, heavy ion beams cross transition energy dur-

ing acceleration to full energies. For example, Au beam is
injected into RHIC with γ = 10.5. It crosses the transition
energy (γ = 23) at ∼85 s after the start of the acceleration.
The heavy ion beams are accelerated by the 28 MHz cavities,
whose harmonic number is 360. In the past, the Landau cav-
ity (∼197 MHz) was turned on after transition. For Run-14,
it was proposed by J.M. Brennan to turn on the Landau cav-
ity before transition crossing for better beam transmission
efficiency. In addition, the frequency of the Landau cavity
was slightly modified (harmonic number from 2640 to 2580)
to better control coupled bunch instability [1]. There were
several questions associated with the mentioned changes:
what is the impact on the beam emittance if we turn on the
Landau cavity before transition? what to do with the phase
of the Landau cavity at transition? and what is the optimal
configuration for the voltage of the Landau cavity? The sim-
ulations will be presented in this report were carried out to
answer these questions.
The simulation was performed with a tracking program,

ESME [2], which calculates the evolution of a distribution
of particles in energy and azimuth as it is acted upon by the
radio frequency system of a synchrotron or storage ring. The
basis of the program is the pair of single particle difference
equations

ϑi,n = [τs,n−1τs,n
ϑi,n−1 + 2π( τi,nτs,n

− 1)]mod(π)

Ei,n = Ei,n−1 + eV (φs,n + hϑi,n ) − eV (φs,n )
(1)

where ϑ is the particle azimuth, in the range of (−π,π). Ei,n

is the beam energy of the ith particle at the nth turn, relative
to that of the synchronous particle. τi,n is the revolution pe-
riod of the ith particle at the nth turn. φi,n is the synchronous
phase at the nth turn.
∗ The work was performed under Contract No. DE-AC02-98CH10886
with the U.S. Department of Energy.
† cliu1@bnl.gov

As one of the inputs to the program, the revolution period
is correlated with the machine lattice design. According to
Ref. [3], the revolution period is expanded as follows

τ

τ0
= 1+ (α0−

1
γ20

)δ+ (α0α1−
α0

γ20
+

3
2γ20
−

1
2γ40

)δ2+O(δ3)

(2)
where the γ0 is the Lorentz factor of the beam. δ is the
beam energy spread. The first and second order compaction
factors, α0 and α1, can be obtained from the optics model or
measurement. It was showed in Ref. [3] that the agreement
between measured and the model α1 was within 10%. The
measurement (α1 = −1.15) was used in the simulation.

HEAVY ION BEAM ACCELERATION AT
RHIC

The γt jump scheme [4], changing the γt by quickly
switching the polarity of a group of designated quadrupoles,
has been implemented at transition crossing for the heavy
ion beams. It takes 35 ms to change the γt by 1 unit at RHIC.
The voltage of the 28 MHz cavity during acceleration is

shown in Fig. 1. The initial RF voltage was set to the max-
imum value to reduce intra-beam scatterring contribution
to longitudinal emittance by sacrificing momentum spread.
The voltage is halved around transition to reduce the bucket
height.

Figure 1: The voltage of the two 28 MHz cavities during
acceleration in 2011 Au-Au physics program.

The synchronous phase is determined by the voltage evo-
lution and the beam energy on the ramp. The beam rigidity
and its derivatives are shown in Fig. 2.
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Figure 2: The beam rigidity during acceleration (the upper
plot) and the first (the blue curve in the lower plot) and
second derivatives (the red curve in the lower plot).

SIMULATION OF THE LONGITUDINAL
DYNAMICS WHILE CROSSING

TRANSITION
The simulation was performed for the first 150 s of the

acceleration cycle. The initial longitudinal emittance was
0.1 eV·s. There were 10,000 particle in the tracking. The
longitudinal phase space distribution of the bunch can be
displayed at any turn. However, it is more practical to view
other derived quantities for monitoring the dynamics.

The beam energy during the first half of the acceleration
cycle is shown in Fig. 3. It agrees with the design value. The

Figure 3: The beam rigidity during acceleration (the upper
plot) and the first (the blue curve in the lower plot) and
second derivatives (the red curve in the lower plot).

slip factor (η) during the first half of the acceleration cycle
is shown in Fig. 4.

We studied the beam emittance behavior at transition with-
out Landau cavity as a baseline. The emittance evolution
during the first half of the acceleration cycle is shown in
Fig. 5. The emittance increase due to transition crossing is
∼ 3%.

Figure 4: The slip factor (η) during the first half of the
acceleration cycle. The transition crossing was zoomed in
and shown in the lower right. The slip factor crossing zero
fast was enabled by the γt jump scheme.

Figure 5: The emittance evolution during the first half of
the acceleration cycle without Landau cavity. The γt jump
scheme was implemented.

Then, we studied the case that beam crosses transitionwith
Landau cavity, and the phase of the Landau cavity was kept
constant. The emittance evolution during the first half of the
acceleration cycle for this case is shown in Fig 6. Apparently,
the emittance blowup at transition was unacceptable.

After that, we studied the case that beam crosses transition
with Landau cavity, and the phase of the Landau cavity was
switched from 0 deg to 180 deg. The emittance evolution
during the first half of the acceleration cycle for this case is
shown in Fig. 7. The emittance increased by ∼ 10%, which
is slightly worse than that in Fig. 6., but still acceptable. This
implies that it is feasible to turn on the Landau cavity before
transition for better transmission.

There is one bunch every three 28 MHz RF buckets, every
21.5 Landau RF buckets with its modified frequency. There-
fore, the second bunch sits on 180 deg phase of the Landau
when the first bunch on 0 deg phase of the Landau cavity
(see Fig. 8).
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Figure 6: The emittance evolution during the first half of
the acceleration cycle with Landau cavity kept on a constant
phase. The γt jump scheme was implemented.

Figure 7: The emittance evolution during the first half of the
acceleration cycle, with Landau cavity phase jumps from
0 deg to 180 deg. The γt jump scheme was implemented.

Figure 8: The phase of the 28 MHz and Landau cavity at two
nearby bunches (stars) in RHIC. The phase of the Landau
cavity is 0 deg at the first bunch, 180 deg at the second
bunch.

This means the Landau cavity phase switches back and
forth between 0 deg and 180 deg at the bunches in the bunch

train. Also, when the phase of the Landau jumps from 0 deg
to 180 deg for half of the bunches, the phase of the Landau
cavity would jump from 180 deg to 0 deg for the other half.
The emittance evolution of those bunches crossing transition
is shown in Fig. 9. The emittance increase was ∼ 5%.

Figure 9: The emittance evolution during the first half of the
acceleration cycle, with Landau cavity phase jumps from
180 deg to 0 deg. The γt jump scheme was implemented.

SUMMARY
The longitudinal dynamics simulation was performed

with code ESME, to answer questions related to utilizing
Landau cavity for transition crossing. The beam emittance
evolution through transition, with turning on Landau before
transition, was studied in the simulation. It was shown that
the beam emittance would blow up if the Landau cavity
phase was held constant. The beam emittance would be
preserved if the phase of Landau cavity was changed from 0
to 180 deg for half of the bunches and 180 to 0 deg for the
other bunches at transition in RHIC. The configuration of
the Landau cavity in Run-14 was guided by the simulation
results. The longitudinal beam emittance was well preserved
during the transition crossing in the operation.
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BEAM-BASED PERFORMANCE OF THE CERN PS TRANSVERSE
FEEDBACK

G. Sterbini, A. Blas, S. Gilardoni, CERN, Geneva, Switzerland

Abstract
The CERN PS transverse damper is a flexible wideband

system to damp injection coherent oscillations, inter and
intra-bunch transverse instabilities at different energies along
the cycle, to perform controlled emittance blow-up and to
serve as abort cleaning device. In this paper we summarise
some beam-based observations of the CERN PS transverse
feedback performance and compare them with the expected
results.

INTRODUCTION

The CERN PS has to cope with several beam dynamic
challenges to produce the present and the future high bright-
ness and high intensity beams [1]. The PS Transverse Feed-
back (TFB) will be used mainly to address three aspects of
the PS beam dynamics to reach the required performance:

• The injection misteering due to an injection error. This
is expected to be an important source of the emit-
tance growth [2] which drove the specifications of
the TFB system. The system has been designed to
damp a 3 mmp oscillation with a time constant < 50
turns at injection energy (Ek=1.4 GeV) while its band-
width should cover from the first betatron line at Q=6.1
(40 kHz) up to 23 MHz corresponding to the ripple
observed on the injection kicker bending field. Given
the TFB kicker design, this translates into the power
specifications for the present driving amplifiers of 3 kW
per kicker plate. Considering a Ek=2 GeV injection
and maintaining the same requirements of the 1.4 GeV
case, the amplifier power should be increased to 5 kW.
The new amplifiers are presently under construction
and will be commissioned during the 2015 in the frame-
work of the LHC Injectors Upgrade project [3].

• The head-tail instability. This effect is due to the in-
terplay between the machine transverse impedance, its
chromaticity and the bunch longitudinal motion [4–6].
It can have a detrimental effect of the beam characteris-
tics up to prevent the beam transmission or to degrade
the beam emittance to unacceptable level. The TFB
proved to be a valuable tool against this issue.

• The transverse coupled instability at extraction. In
specific, not yet operational, conditions it has been ob-
served a coupled bunch instabilities at the PS extraction
flattop with the 25 ns bunch train. Investigations are
ongoing to understand if a similar instabilities will be
present with the production LIU beams. Measurements
demonstrate that the PS TFB can delay by 10 ms the
the instability rise [7]. This result may indicate that an
increase of the loop gain should cure the instability.

In addition to that, the TFB can perform controlled emittance
blow-up, serve as abort cleaning device, excite the beam for
tune measurement and machine development studies.

THE SYSTEM AND ITS PERFORMANCE
A description of the present system is provided in the

following, highlighting its performance and limits. A more
detailed description can be found in [8–10]. The envisaged
upgrade for 2015 will also be discussed. A simplified block
diagram of the present system from the pick-up to the kicker
is shown in Fig. 1 (only the horizontal plane is depicted).The
transverse pick-up [9,11], PU, feeding the TFB is positioned
in section 98. The PU signal is amplified to match the in-
put dynamic of the digital card (DSPU). The output of the
digital card is amplified, combined with the Q-meter signal
and splitted on the input of the two power amplifiers that
drives the two horizontal plates of the kicker. The match-
ing between the output impedance of the power amplifier
(50 Ω) and the kicker impedance (100 Ω) is performed with
a transformer. The transverse kicker is positioned in section
97. The TFB is composed of the subsystems described in
the following sections.

The Pick-up Pre-amplifier
The PU preamplifier is a critical subsystem for the TFB

since it is used to set the feedback loop gain and to adjust the
∆H and ∆V signals to the 1 Vp input dynamics of the DSPU
ADC. It is a low-noise pre-amplifier with a gain range of
−60 to +40 dB (down to −60 dB provided by an attenuator
in 3 steps of -20 dB and up to +40 dB provided by an am-
plifier in 255 steps of ≈ 0.155 dB) that allows to adjust it to
the different PS beam flavours [9]. The pre-amplifier has a
global attenuation block shared by all three channels (Σ, ∆H
and ∆V) together with an analog gain separately adjustable
on each single channel. Attenuation and gain can vary from
cycle to cycle but not within a cycle. This implies that if
the TFB has to address different problems within one cy-
cle (e.g. damping injection oscillation, head-tail instability,
coupled bunches instabilities at extraction) the loop gain
cannot be adjusted and optimised for each physical process.
The −10 dB bandwidth of the PU amplifier is 60 MHz with
less than 10 degrees of non-linear phase error on the entire
amplification and attenuation range. Presently the transverse
signals are not normalised therefore the gain of the feedback
loop varies along the bunch for not uniform longitudinal
distributions.

The Digital Signal Processing Unit
There is one digital signal processing unit (DSPU) for each

plane, clocked with harmonic 200 of the beam revolution
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Figure 1: The block diagram of the PS Transverse Feedback. The magenta rectangles indicate the devices installed in the
tunnel. Let us assume to have a bunch of 160e10 proton with a 4σ length of 180 ns with and injection error of 3 mmp . The
pre-amplifier can be set to a gain of 0.3 V/mm to match the 3 mmp to the 1 Vp dynamic of the DSPU. We assume that the
DSPU will not add any gain (1 V/V). From the exit of the DSPU to the entry of the power amplifier, AMP, the gain as to be
fixed at 0.3 V/V (chain of post-amplifier, G, combiner and splitter). Each amplifier has two modules of 62 dB gain (1.5 kW
RMS on 50 Ω), the two modules will be summed in power (+3 dB) and then the matching network will increase by 3 dB the
voltage (68 dB) to adapt the amplifier output impedance (50 Ω) to the kicker plate input impedance (100 Ω). The total
voltage gain from the amplifier input to the kicker (2 plates, Vi and Vo) is 74 dB. The kicker will deliver 7.9 10−9 rad/V and
the angle form the kicker will be transported in variation of position on the PU with 17 m/rad at injection energy. Summing
all contributions and considering 1.5 dB losses for the cable attenuation the total gain the loop is G=0.05 mm/mm that is 40
turns of damping time in the centre of the system bandwidth and for the peak density of the bunch.

frequency. As discussed later this choice introduces the first
limit to the bandwidth of the system .
The DSPU is responsible for
1. Adding the fixed (due to the cable length) and variable

(due to the decreasing time-of-flight along the acceler-
ation of the beam between the section 98 PU and the
section 97 kicker) time delay to the PU signal.

2. Suppressing the revolution line harmonics, related to
the closed orbit, using a notch filter.

3. De-phasing the error signal feeding the kicker by the
correct betatron angle using the measured machine-
tune information supplied by a function generator.
Once the delay of the TFB are set correctly the only
source of dephasing between PU and kicker is assumed
to be the notch filter transfer function, N, and the Hilbert
filter transverse function, H. The phase of the Hilbert
filter has to be chosen to satisfy the equation

∠H(φH ,Q)+∠N(Q)=2πQ+∆µ(Q)+
3π
2
+arctan α(Q).

(1)
where Q is the machine tune, µ is the phase advance
between the pick-up and the kicker and α is the α-Twiss
function at the position of the kicker. A look-up table
provides the Hilbert phase angle versus the machine
tune.

Due to circuitry constraints, the maximum clock rate of
the present DSPU is limited to ≈ 105 MHz while the h=200
clock ranges from 87.4 MHz up to 96 MHz for protons. Af-
ter the digital treatment the signal is converted by a DAC
and sent to an additional programmable amplifier before
being input to a combiner and a splitter feeding the pair
of power amplifiers used for the H or V plane. The pro-

grammable amplifier is used to adjust further the output
voltage of the DSPU (1 Vp) to the input saturation value of
the final stage (300 mVp), taking into account the attenua-
tion of the combiner and the splitter. At the moment for an
optimal exploitation of the DSPU dynamic, the closed orbit
at the PU should be minimised all along the beam cycle.

The Power Amplifiers
There is one 3 kW power amplifier driving each kicker

plate. The two face-to-face kicker plates, for a given H or V
plan, work in push-pull mode with their rf signal in opposite
phase. These devices are designed for a -3 dB bandwidth
of 23 MHz thus representing the bandwidth bottleneck of
the entire system. During the damping of the injection os-
cillations the final stage can work at maximum power.
These amplifiers provide 62 dB voltage gain on each of the
2×1.5 kW RMS outputs to be combined. This RMS power
can be provided only for a limited duration (3 ms) and after-
wards the amplifier provides 0.8 kW CW. In addition to this
limit, the power amplifier output is not back-matched to 50
Ω: this implies that the signal induced on the kicker by the
beam will reach the amplifier and be reflected back to the
kicker,potentially causing a cross talk between the different
bunches. From preliminary investigations this cross talk ap-
pears to have a negligible effect. The new power amplifiers
will have a 50 Ω output impedance.

The Strip-line Kicker
The TFB kicker installed in section 97 is a strip-line kicker.

It is a combined horizontal and vertical kicker (the optics
in section 97 privileges the horizontal plane in term of kick
effectiveness). The kicker as a characteristic impedance
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Figure 2: The TFB damping constant of the TFB as function
of the frequency with the loop gain set for saturation with
a 3 mmp beam position error at low frequency. Increasing
further the gain is presently limited by the PS RMS closed
orbit.

of 100 Ω in both planes. The 2 power amplifier signals
conveyed on 50 Ω lines are matched to the 100 Ω kicker
using a power transformer.

Upgrade of the TFB Power Amplifiers
To cope with the 2 GeV injection energy while preserving

the same performance, the power amplifiers of the system
have to be upgraded to 5 kW CW (3 kW peak down to 800
W CW presently). The commissioning of the new power am-
plifiers is expected by 2015. With the new power amplifiers
the problem of the matching of the output and the conse-
quent reflection signals will be addressed. As explained the
power amplifiers are presently bandwidth bottleneck of the
system. For this reason the new devices will provide a 3 dB
bandwidth at 100 MHz. The full power available in CW will
allow more flexibility for transverse blow-up purposes
By combining the measured frequency responses of the

main components of the TFB one can compute the damping
constant of the system as function of the frequency (Fig.2).
By increasing the pre-amplifier gain from 0.3 V/mm to
1.2 V/mm one would use the amplifier in “bang-bang” mode
for the injection oscillations (that provides the maximum
efficiency in extracting the beam transverse energy) and
would gain in TFB damping time for the beam instabilities.
Increasing the gain of the loop will increase also the noise
excitation of the TFB but this problem is not relevant for
relatively short PS cycle. It is worth noting that due to the
Nyquist sampling criteria, only a total bandwidth of half
the sampling frequency can be effective. Selecting the right
frequency offset by steps of half the sampling frequency,
is left to the choice of the user who should then apply the
adequate band-pass analogue filtering. Presently there is no
such an interest since all the transverse instabilities observed
fall below 40 MHz with the exception of the the fast insta-

bility at transition that lies anyhow far beyond the limit of
the system (≈700 MHz, [12]).

BEAM-BASED PERFORMANCE
In this section the following examples of beam-based

performance of the PS TFB are reported
• damping of intra-bunch oscillation at the injection,
• damping of head-tail instabilities,
• some preliminaries results on the use the damper as
TFB as abort cleaning device.

Damping of Intra-bunch Oscillation at Injection
As explained in [13], for high intensity bunches a mis-

steering at injection can evolve in high frequency intra-bunch
oscillations due to the transverse tune difference along the
longitudinal position of the bunch. This phenomena is very
rapid (much less than a synchrotron period) and it is an ideal
check case for testing the PS TFB performance. The TFB
was tested with 4 LHC-type bunches at the PS injection
(160e10 ppb). In Fig. 3 we can compare observe the first 50
turns of the beam without (top) and with the TFB (bottom).

Figure 3: LHC-type bunches injection oscillation without
(top) and with (bottom) the TFB. Σ (yellow), ∆H (green),
∆V (magenta) (200 ns/div, 200 mV/div). On the plots 50
consecutive turns of 4 LHC-type bunches in the PS are over-
lapped.
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The oscillation evolved mostly on the vertical plane (ma-
genta line) and could be successfully damped by the TFB.
It is important to note that the closed orbit at the position
of the PU was not minimised so the loop gain could not be
maximised. Even in this non optimal condition, the TFB
could damp this intra-bunch oscillation.

Damping of Head-tail Instabilities
In the PS, head-tail instabilities (HT) were systematically

observed during the early commissioning and studies of the
LHC beam [14] on the 1.2 s injection plateau needed for the
double batch injection. It was a horizontal instability with a
growth time in the order of 100-200 ms for a bunch injected
in h=8, 4 σ bunch length of 200 ns, Nb = 200 1010 ppb at
Ek = 1 GeV injection. Depending on the chromaticity the
number of observed modes varied between m=3 and m=8.
The beam loss was between 20-30%.The main responsible of
the instability has been associated with the machine resistive
wall impedance. In general there are three possible solutions
to cure this instability:

• transverse coupling,
• Landau damping using non linear element (octuples),
• and transverse feedback.
Starting from 1996 this instability was addressed by using

transverse coupling [15,16] to avoid strong non linear ele-
ments in the optics and because, at that time, PS Transverse
Feedback could not cope with it. Since then the HT was
successfully suppressed in the PS using the machine natural
coupling, introducing additional coupling using the skew
quadrupoles, setting the working points close to the main
diagonal the HT and exploiting the asymmetry between the
two planes (in terms of impedances and chromaticities). The
drawback of this approach is that it restricts the machine
operability to a confined space of parameters, restricting
thus its flexibility. For example, with the new space-charge
regime expected for the LIU the choice of the working point
needs as much freedom as possible in order to better ac-
commodate the tune footprint. For these reasons, in the
LIU perspective, the coupling solution becomes problem-
atic. The TFB system appears as the natural candidate to
cure the HT: one of its goal is to address the HT issue at the
injection energy in the LIU parameter space, for a wide range
of working points and without any residual coupling. In [17]
a comparison of the PS case between Sacherer’s theory and
direct simulation is presented. The results show that vary-
ing the horizontal chromaticity between -1 and -0.1 with an
uncouple machine the theory and the simulations results are
in good agreement. The faster HT instability predicted has
τ = 32 ms with Nb = 1.6e12 and Ek = 1.4 GeV. Doubling
the bunch population we expect to halve the rise time con-
stant (τ = 16 ms). This corresponds to ≈ 7000 turns and can
be qualitatively comparesto the damping capability of Fig. 2.
Assuming, parabolic bunches and a full length of the bunch
of 180 ns from the bunch spectrum computation with m=10,
most of the power spectrum is confined below 50 MHz. This
lead us to the conclusion that the present system PS TFB can
successfully stabilise the PS HT instability at Ek = 1.4 GeV.

At Ek = 2 GeV the maximum feedback loop gain will re-
main constant thanks to the new amplifiers. On the other
hand being closer to the transition will increase significantly
the frequency of the instability spectrum. The improvement
of the TFB power is justified by the damping of the injection
errors at the higher energy and to allow for a more efficient
blow-up for applications like the Multi-Turn Extraction [18].
Its increase in bandwidth is needed for curing the HT and
the instability at flattop. In the following we will present
some results of beam based measurements in the PS. In the
space of parameters explored (varying chromaticity with an
uncoupled machine) the TFB proved to be always capable
to cure the instability. In Figs. 4 we show an example of HT
instability without (top) and with the TFB (bottom) .

Figure 4: Head-tail instabilities (above) cure by the TFB
(below). Σ (yellow) and ∆H (green) signals with 10 ns/div.
On the plot 100 turns are overlapped. The frequency of the
shown instability is about 20 MHz. Natural chromaticity
and fully uncoupled machine.

The TFB as Abort Cleaning Device
Recently it was proposed to use the TFB as abort cleaning

device [19]. This would add flexibility in the filling scheme
of the SPS and the LHC. As a proof of principle a test has
been prepared to verify that an open loop excitation at the
beam tune frequency could make the bunch unstable until its
complete loss. In order to achieve this result it is important
to correct the nominal chromaticity of the machine. Since
the plane of excitation was the horizontal one, the ξH was
increase from -0.8 to -0.1 in absolute unit. The result can
be observed in Fig. 5. With the reduced chromaticity the
beam is almost unstable (slow losses on the beam current,
cyan curve). When the excitation of the TFB is switched
on, almost the 90% of the beam is lost in few milliseconds.
The rationale behind this abort cleaning approach is to push
the beam towards and instability (by reducing the chromatic-
ity) and, by using convenient gating intervals, stabilise the
bunches that have to be accelerated while exciting those that
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Figure 5: Proof of principle of using the TFB as abort gap cleaner. A single bunch is excited and lost in the machine at
2.5 GeV using the present TFB. The cyan curve represent the beam intensity in 1010 protons (scale on the right), the yellow
curve is the magnetic cycle in Gauss and the white curve is proportional to the losses in the ring is in arbitrary units.

have to be lost. The losses can be localised to specific loca-
tion of the machine by close orbit distortion. The firmware
needed for the gating capability of the TFB is presently un-
der preparation and will be commissioned during the end of
the 2014 and the beginning of the 2015.

CONCLUSIONS
The CERN PS transverse damper proved to be a flexible

system to damp injection coherent oscillations, inter and
intra-bunch transverse instabilities. After an introduction of
the system and a prediction of its performance some signifi-
cant examples of beam-based observations were discussed.
The measurements are consistent with the expectations.
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TRANSVERSE DECOHERENCE OF ION BUNCHES WITH SPACE
CHARGE AND FEEDBACK SYSTEM
I. Karpov1, V. Kornilov2, O. Boine-Frankenheim1,2

1TEMF, TU Darmstadt, Schloßgartenstraße 8, 64289 Darmstadt, Germany
2GSI, Planckstr. 1, 64291 Darmstadt, Germany

Abstract
The transverse decoherence of the bunch signal after an

initial bunch displacement is an important process in syn-

chrotrons and storage rings. It can be useful, for the diag-

nostic purposes, or undesirable. Collective bunch oscilla-

tions can appear after the bunch-to-bucket transfer between

synchrotrons and can lead to the emittance blow-up. In

order to preserve the beam quality and to control the emit-

tance blow-up, transverse feedback system (TFS) are used.

In heavy ion and proton beams, like in SIS18 and SIS100

synchrotrons of the FAIR project, transverse space charge

strongly modify decoherence. The resulting bunch deco-

herence and beam blow-up is due to a combination of the

lattice settings (like chromaticity), nonlinearities (residual

or imposed by octupole magnets), strong space-charge, and

the TFS. We study these effects using particle tracking sim-

ulations with the objective of correct combinations for a

controlled beam blow-up.

DECOHERENCE DUE TO TRANSVERSE
NONLINEARITY AND CHROMATICITY
A beam after an initial transverse displacement performs

betatron oscillations. In the absence of collective effects, the

evolution of the beam centroid has been described in [1, 2].

Calculations are performed for the case of transverse nonlin-

earity in one plane, the initial Gaussian distribution (GS) in

(x, x ′), the linear synchrotron motion and the Gaussian en-
ergy distribution. Extension to 2-D, including x− y coupling
in the tune dependence from amplitudes, is addressed in [3].

Here we present the 1D results for the KV (Kapchinsky-

Vladimirsky) distribution in the transverse plane in the case

of uncoupled transverse oscillations and compare with the

results for the GS distribution and with particle tracking

simulations.

We use the constant focusing for derivations and for sim-

ulations. In this case it is convenient to use the normalized

coordinates,

q =
x
σx0

and p =
Rx ′

Q0σx0
, (1)

where R is the ring radius, Q0 is the bare tune, σx0 =√
Rε rms0/Q0 is the initial rms beam size, ε rms0 is the ini-

tial rms emittance. We normalize the initial beam offset in

x plane by defining Z = Δx/σx0. The amplitude a and the
phase φ of single particle oscillations are defined by relations
q = a cos(φ) and p = −a sin(φ), where a =

√
q2 + p2.
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Figure 1: Beam profiles at different turn numbers for the

KV (top plot) and for the GS (bottom plot) distributions.

Crosses are simulation results. Solid lines are obtained by

the numerical integration of Eq. (7). Z = 3, Q0 = 4.18,
qnl = 0.3.

The initial beam distribution at turn N = 0 is

ρ0(a, φ0) =
a
4π

H
[

1 − 1

4

(
a2 + Z2 − 2aZ cos(φ0)

)]
, (2)

where H is the Heaviside function and φ0 is the initial be-
tatron phase of the particle. External nonlinearities induce

amplitude-dependent incoherent tune shifts. We assume that

a transverse nonlinearity is produced by the cubic component

of the octupole magnetic field,

Bx = −K3

Bρ
6

y3, By = K3

Bρ
6

x3,

with K3 =
1

Bρ
d3By

dx3
. (3)

The resulting tune shift in x plane is given by

ΔQnl(a) = −K3R3

16Q2
0

ε rms0a2 = −μa2, (4)
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where μ is the lattice detuning. The parameter for the effect
of transverse nonlinearity is defined as a ratio of the non-

linearity tune shift Eq. (4) of a particle with the amplitude

a = 2 to to the synchrotron tune Qs,

qnl =
4μ

Qs

. (5)

For single particle motion the amplitude a stays constant
and the phase changes as

φ = φ0 + 2πN (Q0 − μa2) = φ0 + ΔφN . (6)

This allows us to get the particle distribution at arbitrary turn

number N with substitution of φ0 by (φ − ΔφN ) in Eq. (2).
Using Eqs. (2) and (6) a beam profile can be calculated as

ρ(q) =
1

4π

∫
dpH

[

1 − 1

4
(q − Z cos(ΔφN ))2 (7)

− 1

4
(p − Z sin(ΔφN ))2

]

.

and Figure 1 demonstrates a comparison of the beam profiles

for the GS and the KV distributions at different turn numbers.

N = 2000 corresponds to complete filamentation of the

initial distribution due to transverse nonlinearities.

In the case of the linear synchrotron oscillation the tune

shift due to chromaticity is defined as

ΔQξ = ξQ0δ (8)

where ξ is the normalized chromaticity and δ = Δp/p0 is
the relative momentum offset of the particle.

Similar to [1, 2] we calculate time evolution of the beam

centroid. The amplitude is

AKV =
√
〈q〉2 + 〈p〉2 = J1(2Zθ)

θ
Fξ , (9)

and the phase is

ψ = 2πN
(
Q0 − μ(4 + Z2)

)
, (10)

where Jn is the Bessel function of the first kind of the nth

order, θ = 4πμN is the normalized time and the chromatic

factor Fξ ,

Fξ = exp

⎡
⎢
⎢
⎢
⎢
⎣

−2
(
ξQ0σδ

Qs

)2
sin2(πQsN )

⎤
⎥
⎥
⎥
⎥
⎦

, (11)

which provides an additional modulation due to the syn-

chrotron motion with the tune Qs [1], where σδ is the nor-
malized rms momentum spread.

For comparison, the amplitude evolution for the initial

GS distribution is given by [2]

AGS =
ZFξ

1 + θ2
exp

[

− Z2θ2

2(1 + θ2)

]

. (12)

The second momenta are given by

⎡
⎢
⎢
⎢
⎢
⎢
⎣

〈q2〉
〈qp〉
〈p2〉

⎤
⎥
⎥
⎥
⎥
⎥
⎦

=

(
1 +

Z2

2

) ⎡⎢
⎢
⎢
⎢
⎢
⎣

1

0

1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

+
ZF2

ξ J1(4Zθ)

4θ

⎡
⎢
⎢
⎢
⎢
⎢
⎣

cos(2ψ)
− sin(2ψ)
− cos(2ψ)

⎤
⎥
⎥
⎥
⎥
⎥
⎦
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Figure 2: Time evolution of the beam offset amplitude and

of the rms emittance for the KV (top plot) and for the GS

(bottom plot) distributions. Black curves are simulation

results, red curves are given by Eq. (9), green curves are

given by Eq. (12) and blue curves are given by Eq. (14). Z
= 3, Q0 = 4.18, qnl = 0.3.

+
F2
ξ J2(4Zθ)

2θ

⎡
⎢
⎢
⎢
⎢
⎢
⎣

sin(2ψ)
− cos(2ψ)
− sin(2ψ)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(13)

Using Equations (9, 10, 13) we calculate the normalized

rms beam size and the normalized rms emittance as σq =√〈q2〉 − 〈q〉2 and
ε rms = ε rms0

√
σ2qσ

2
p − (〈qp〉 − 〈q〉〈p〉)2 (14)

correspondingly. Figure 2 shows a comparison of the offset

amplitude Abunch and the rms emittance from particle track-

ing simulations for both distributions of the same initial rms

size with Eqs. (9, 12, 14). According to Eq. (14), the final

emittance does not depend on the initial distribution and for

N → ∞ we have

ε rms = ε rms0(1 + Z2/2) (15)

DECOHERENCE WITH SPACE CHARGE
The particle tracking code PATRIC [4] is used to study to

damping of coherent oscillations and emittance blow-up due

to decoherence with space charge [5]. As have been shown

in Fig. 1 the beam profile significantly changes from the

initial shape during the filamentation process. It requires to

use a 2.5D self-consistent space charge solver in simulations.
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Figure 3: Time evolution of the bunch offset amplitude for

the KV (top plot) and for the GS (bottom plot) distributions

for qnl = 1.
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qnl = 1. Solid lines are ε x , dashed lines are ε y .
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Figure 5: Time evolution of the bunch offset amplitude for
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for qnl = −1.

 1

 1.1

 1.2

 1.3

 1.4

 1.5

ε r
m

s/
ε 0

 1

 1.1

 1.2

 1.3

 1.4

 1.5

0 50 100 150 200 250 300

ε r
m

s/
ε 0

turn number

qsc = 0.0
qsc = 0.3
qsc = 1.0
qsc = 4.0

Figure 6: Time evolution of the rms emittance for the KV

(top plot) and for the GS (bottom plot) distributions for

qnl = −1. Solid lines are ε x , dashed lines are ε y .

Proceedings of HB2014, East-Lansing, MI, USA MOPAB11

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

47 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



Transverse space charge effects are described using the

characteristic tune shift,

ΔQsc =
λ0rpR
γ3 β2ε⊥

(16)

where β and γ are the relativistic parameters, rp =

q2
ion
/4πε0mc2 is the classical particle radius, λ0 is the peak

line density (at the bunch center), and ε⊥ is the transverse
total emittance. The tune shift corresponds to a round cross

section with the KV distribution, and is defined as the mod-

ulus of the negative shift. In the rms-equivalent bunch with

the GS transverse profile, i.e., the transverse rms emittance

is ε rms = ε⊥/4, the maximum space charge tune shift is

twice this value, ΔQmax
sc = 2ΔQsc. The parameter for the

effect of space charge in a bunch is defined as a ratio of the

characteristic tune shift Eq. (16) to the synchrotron tune,

qsc =
ΔQsc

Qs

. (17)

All simulations below are performed for Qs = 0.01, Q0 =

4.18, Z = 1 and ξ = 0. Figures 3 and 4 demonstrate particle
tracking simulations for an initially offset bunch with a round

cross section for the KV (top plots) and the GS (bottom

plots) distributions, for qnl = 1. For qsc = 0 (black lines) in
Fig. 3 we see fast decrease of the bunch offset amplitude,

as expected from Eqs. (9, 12), but for qsc = 0.3 the bunch
offset oscillations are not finally damped. For stronger space

charge initial behavior of the bunch offset corresponds to

Eqs. (9, 12) and then it changes to a different damping regime.

In Fig. 4 one can see that the rms emittance approaches the

asymptotic value (Eq. 15) only for qsc = 0 and for qsc = 0.3
in a bunch with the initial KV distribution. Note a slow

emittance increase in both transverse planes for qsc > 1.

According to simulations, the emittance blow-up for both

initial distributions is comparable.

In Figures 5 and 6 we show particle tracking simulations

for the same bunch parameters in case of opposite polarity of

transverse nonlinearity qnl = −1 for the KV (top plots) and

the GS (bottom plots) distributions. Damping of coherent

oscillations is faster for both distributions in comparison

to the case of qnl = 1 (Fig. 3) . The final emittance in x
plane for the GS distribution reaches the asymptotic value

(Eq. 15) for all cases and is negligible in y plane. In the case

of moderate and strong space charge for the KV distribution

we observe the smaller emittance increase in x plane than
for the GS distribution.

As we can see the damping process extremely depends on

the sign of the transverse nonlinearity tune shift in the case

of moderate and strong space charge. Figure 7 demonstrates

comparison of the final particle distribution in a normalized

phase space for qnl = 1 and qnl = −1 with the initial KV
distribution. Strong space charge (qsc = 4) in combination
with nonlinearity polarity provides different redistribution of

particles in the phase space and different emittance increase.

To understand these effects an additional study is required.

TRANSVERSE FEEDBACK SYSTEM VS
DECOHERENCE

In our simulations we use a simplified transverse feedback

system (TFS) module with two elements: a beam position

monitor (BPM) which measures the bunch offset and com-

bines values from two turns to provide the correctional signal

ΔpN with the required phase for the kicker. For the constant

focusing lattice the correctional signal is given by

ΔpN = GqN
cos(Δφ + 2πQ0)

sin(2πQ0)

−GqN−1
cos(Δφ + 4πQ0)

sin(2πQ0)
, (18)

where Δφ is the phase advance between the BPM and the

kicker, G is the TFS gain which defines the damping time,

NTFS =
2

G
. (19)

In this model we assume that the TFS module has no

bandwidth limitations, delay errors and noise amplification.

In order to prevent emittance blow-up the damping time
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Figure 7: A particle density in the normalized phase space (p,q) for the initial KV distribution at N = 0 (left plot), N = 1000
qnl = 1 (center plot) and N = 1000 qnl = −1 (right plot), qsc = 4.
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Figure 8: Time evolution of the bunch offset amplitude (top

plot) and the rms emittance (bottom plot) for the initial GS

distribution with TFS (solid lines) and without TFS (dashed

lines). The parameters of simulations: qnl = 1, qsc = 0; 4,
NTFS = 10, Δφ = π/8 .

NTFS should be smaller than characteristic decoherence time.

Figure 8 shows an example of particle tracking simulations of

an initially offset bunch with a round cross section for the GS

distribution, for Z = 1, qnl = 1 and the TFS damping time
NTFS = 10 turns. For comparison dashed lines correspond

to simulations without TFS. We see that a simplified TFS

module can considerably reduce the emittance blow-up due

to transverse nonlinearity and space charge. The emittance

increase with TFS in y plane is smaller than 1% and is not

shown. One can also see that space charge could be helpful

for emittance preservation.

CONCLUSIONS
The analytical prediction of emittance blow-up due to

bunch decoherence with transverse nonlinearities for the

initial transverse Kapchinsky-Vladimirsky distribution has

been derived and compared, with the case of the initial Gaus-

sian distribution. The bunch offset decoherence and trans-

verse emittance blow-up have been studied using the particle

tracking code PATRIC for different space charge strength.

The different damping regimes of coherent oscillations for

positive and negative polarity of octupole nonlinearity have

been observed. The emittance blow-up reduction using an

ideal Transverse Feedback System module has been shown.
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SLIP-STACKING DYNAMICS AND THE 20 Hz BOOSTER
J. Eldred, Department of Physics, Indiana University, Bloomington, IN 47405, USA

R. Zwaska, FNAL, Batavia, IL 60510, USA

Abstract
Slip-stacking is an accumulation technique used at Fer-

milab since 2004 which nearly doubles the proton intensity.
The Proton Improvement Plan II intensity upgrades require
a reduction in slip-stacking losses by approximately a factor
of 2. We introduce universal area factors to calculate the
available phase space area for any set of beam parameters
without individual simulation. We show the particle loss
as a function of time and slip-stacking resonances. We cal-
culate the injection efficiency as a function of longitudinal
emittance and aspect-ratio. We demonstrate that the losses
from RF single particle dynamics can be reduced by a fac-
tor of 4-10 (depending on beam parameters) by upgrading
the Fermilab Booster from a 15-Hz cycle-rate to a 20-Hz
cycle-rate. We recommend a change in injection scheme to
eliminate the need for a greater momentum aperture in the
Fermilab Recycler.

INTRODUCTION
Slip-stacking is integral to high-intensity operation at Fer-

milab and will play a central role in upgrades to the accel-
erator complex [1–3]. the Fermilab Proton Improvement
Plan-II [1] calls for an improvement in beam power from
700 kW (with slip-stacking) to 1.2 MW with an eye towards
multi-MW improvements. The increase in proton inten-
sity requires a commensurate decrease in the slip-stacking
loss-rate to limit activation in the tunnel. Single-particle
dynamics associated with slip-stacking contribute directly
to the particle losses. Our numerical results completely char-
acterize the stable phase-space boundary and expresss this
information as limits on the Booster beam quality. We show
that including a 20-Hz Booster cycle-rate in the PIP-II up-
grade relaxes the limits on the Booster beam quality and cuts
particle losses due to slip-stacking.

BACKGROUND
Slip-stacking is a particle accelerator configuration that

permits two high-energy particle beams of different mo-
menta to use the same transverse space in a cyclic accel-
erator. The two beams are longitudinally focused by two
sets of rf cavities with a small frequency difference between
them. Each frequency is tuned to the momentum of one of
the beams.
The two azimuthal beam distributions are manipulated

as a consequence of their difference in rf frequency. Fig-
ure 1 shows the slip-stacking accumulation process. The
two beams injected on separated portions of azimuth with a
small frequency difference and overlap gradually, allowing
injection [4]. When the cyclic accelerator is filled and the
azimuthal distribution of the two beams coincide then the

two beams are accelerated together by RF cavities operat-
ing at the average frequency. The potential beam intensity
of a synchrotron is doubled through the application of this
technique.

Figure 1: The Booster batch is represented by the circles and
the Recycler (or Main Injector) is represented by the seven-
sector wheel. a) The first batch is injected into the ring. b)
One Booster cycle later the second batch is injected in the
azimuthal space immediately behind the first batch. This is
known as boxcar stacking. c, d) Boxcar stacking injections
continue until six Booster batches are stored in the ring. e)
The RF frequency is adiabatically lowered in between the
sixth and seventh batch injection. f) The seventh batch is
injected in the gap left by the previous six batches. Both
cavities are operating at different frequency (slip-stacking).
The first RF cavity matches the first six batches and the
second RF cavity matches the next set of batches. g) One
Booster cycler later the eighth batch is boxcar stacked with
respect to the seventh batch but the frequency difference
allows the injection to occur in the gap left by the first six
batches. h, i) Slip-stacking injections continue until twelve
Booster batches are stored in the ring. j) One Booster cycle
later the kicker gaps of the first six and last six batches are
aligned. At that time the batches are extracted to the Main
Injector (if needed) and both beams are accelerated as one.

A preliminary study explored the beam dynamics in a 2-rf
system [5]. The slipping of bunched beams was first demon-
strated at the CERN SPS [6] but the emittance growth led
to unacceptable particle losses. Fermilab has subsequently
implemented slip-stacking operationally since 2004 [4, 7, 8].
Initially, the higher beam intensity was used to increase
antiproton production for proton-antiproton collider experi-
ments [9]. Subsequently, slip-stacking was applied to neu-
trino production for Neutrinos at Main Injector (NuMI) ex-
periments [10–12].

Beam-loading effects can impact the effectveness of slip-
stacking and were addressed in the Main Injector by the
development of a beam-loading compensation system with
-14dB feedback and -20dB feedforward [13–15]. The beam-
loading effects on slip-stacking in the Recycler will be an
order of magnitude weaker than in the Main Injector and
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Table 1: Recycler and Booster Parameters Used in Analysis

Recycler Kinetic Energy (E) 8 GeV
Recycler Reference RF freq. ( f ) 52.8 MHz
Recycler Harmonic number (h) 588
Recycler Phase-slip factor (η) -8.6*10−3
Maximum Recycler RF Voltage (V ) 2 × 150 kV
Booster harmonic number (hB) 84
Booster cycle rate ( fB) 15/20 Hz
Difference in Recycler RF freq. (∆ f ) 1260/1680 Hz
Nom. Booster emittance (ε97%) 0.12 eV·s
Nom. Booster Aspect Ratio 3.00 MeV/ns
Nom. Recycler Aspect Ratio (100 kV) 1.06 MeV/ns
Nom. Recycler Aspect Ratio (57 kV) 0.80 MeV/ns

can be compensated if necessary. The typical beam-loading
voltage is ∼2kV [14] compared to a typical rf cavity voltage
of 90kV [15]. In the Main Injector the Rsh/Q of the rf
cavities is 100Ω [14], while in the Recycler the Rsh/Q is
13Ω [16]. This paper focuses on the constraints on the stable
phase-space area fro

As Fig. 1 shows, the slipping rate of the buckets must be
properly synchronized to the injection rate of new batches.
The difference between the twoRF frequencies must be equal
to the product of the harmonic number of the Booster RF
and the cycle rate of the Fermilab Booster. So for a Booster
with a 15-Hz cycle-rate we have

∆ f = hB fB = 84 × 15 Hz = 1260 Hz

and for the proposed 20-Hz cycle-rate

∆ f = hB fB = 84 × 20 Hz = 1680 Hz.

The difference in the frequency of the two RF cavities is
related to the difference in momentum of the two beams by:

∆δ =
∆ f

frevhη
(1)

where h is the harmonic number of the Recycler and η is
the phase-slip factor of the Recycler (see Table 1). Conse-
quently, the momentum difference between the two beams
is 0.28% for the 15-Hz Booster and 0.37% for the 20-Hz
Booster.
A 20-Hz Booster also reduces the time required to ac-

cumulate 12 batches in the Recycler, making more beam
available for 8-GeV experiments [17–19]. For example, a
1.333 s MI cycle time would consume 9 Hz of the Booster’s
cycles, the additional available 8-GeV beam would increase
from 6 Hz to 11 Hz. Furthermore, if the Main Injector
ramp cycle is shortened to extract protons for LBNE at 60
GeV [20], then a 20-Hz Booster could deliver more beam to
LBNE than a 15-Hz Booster.

SLIP-STACKING PARAMETER AND
STABILITY MAPS

The equations of motion for a single particle under the in-
fluence of two rf cavities with identical voltage and different
frequencies are

φ̇ = 2π frevhηδ

δ̇ = frevVδ[sin(φ) + sin(φ − ∆ f t)]. (2)

where Vδ is the maximum change in δ during a single
revolution1 and ∆ f is the frequency difference between the
two RF cavities.
This is an explicitly time-dependent system which is

the subject of ongoing research in dynamical mathemat-
ics [21, 22]. Broadly speaking, slip-stacking is complicated
by the fact that the two RF systems will interfere and reduce
the stable bucket area. The further the buckets are away
from each other in phase-space, the less interference there
is. To quantify this, the literature [5–7,21] has identified the
importance of the slip-stacking parameter

αs =
∆ f
f s

(3)

as the criterion for effective slip-stacking. ∆ f is the fre-
quency difference between the two RF cavities and f s is the

single-RF synchrotron frequency f s = frev

√
V h|η |
2π β2E

.

In fact, all nontrivial dynamics of slip-stacking depend
only on αs . For example, if one slip-stacking configura-
tion has RF frequency separation ∆ f = 15 Hz and another
configuration with the same αs has RF frequency separa-
tion ∆ f ′ = 20 Hz then the second phase space diagram is
isomorphic to the first where the δ axis must be scaled by
∆ f ′/∆ f = 4/3.
The greater the slip-stacking parameter αs , the less the

buckets interfere. Increasing the synchrotron frequency f s
by increasing the voltage will increase the bucket height,
but also increase the interference. So, for a fixed frequency
difference ∆ f , there is a tradeoff encountered when tuning
the voltage for maximum phase-space area. To optimize
the bucket area more precisely, we must simulate the single
particle dynamics. Fortunately we can use the slip-stacking
parameter to simplify the parameter space.
We create a stability map for each value of the slip-

stacking parameter αs . We map the stability of initial parti-
cle positions by integrating the equations of motion for each
initial position. Each position is mapped independently and
only the single particle dynamics are considered. The inte-
gration is iterated for 100 synchrotron periods. The stability
of the particle is tested after every phase-slipping period. A
particle is considered lost if its phase with respect to each of
the first RF cavity, the second RF cavity, and the average of
the two RF cavities, is larger than a certain cut-off (we used
3π/2). Figure 2 shows an example of such a stability map;
the large stable regions at the top-center and bottom-center
are the buckets used for slip-stacking and the interference
effect is clearly evident.
1 Vδ =

eV
β2E

, where V is the effective voltage of the RF cavity, e is the
charge of the particle, β = v/c is the velocity fraction of the speed of
light, E is the total energy of the particle.
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Figure 2: Stability of initial coordinates for αs = 4.4. The
color corresponds to the number of synchrotron periods a
particle with the corresponding initial coordinates survives
before it is lost. The two large stable regions correspond to
the higher and lower RF buckets where beam is injected and
maintained.

We find some trajectories are “metastable” because they
lead to particle loss only after thousands of revolutions. The
stable phase-space area as a function of time is shown in
Fig. 3 for several values of αs . The loss of metastable phase-
space area occurs at a rater that is faster than exponential
decay.
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Figure 3: The stable area of the slip-stacking bucket relative
to a single rf bucket, is plotted on a log scale and plotted
over time. Each curve corresponds to a simulation with a
different value of αs with αs = 2.0, 2.5, 3.0, 3.5, 4.0, 4.5,
5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0 (going from the bottom line
to the top line).

The bucket area is computed as the product of the total
number of ultimately surviving points and the cell area. We
define the slip-stacking area factor F (αs ) = As/A0 as the
ratio of the slip-stacking bucket area to that of a single-rf
bucket with the same rf voltage and frequency. Then the

phase space area (φ · δ units) can be expressed in terms of
this factor F (αs ):

As = A0F (αs ) =
16

h|η |
f s

frev
F (αs ). (4)

Figure 4(a) plots the numerically derived slip-stacking
area factor F (αs ). Using Fig. 4(a) with Eq. 4 provides the
first method for calculating the slip-stacking stable phase-
space area without requiring each case to be simulated indi-
vidually. F (αs ) increases rapidly above αs ≈ 3 and asymp-
totically approaches 1. F (αs ) has several local minimum
where resonances are crossed; this loss of area occurs when
large amplitude trajectories have a parametric resonance and
therefore does not occur at precise integer values of αs .
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Figure 4: (a) The slip-stacking area factor as a function of
αs . As αs increases the distance between the rf buckets
becomes greater, the buckets become more independent,
and the slip-stacking bucket area approaches the single-rf
bucket area. (b) The modified slip-stacking area factor as
a function of αs . The modified slip-stacking area factor is
maximized near αs = 6.2.

For a given Booster cycle-rate, the slip-stacking parame-
ter αs can be tuned by changing the RF voltage. The syn-
chrotron frequency f s which is proportional to the square
root of the applied RF voltage and changes the bucket area
by both the slip-stacking area factor F (αs ) and the single-rf
bucket area. To identify the optimal voltage, we rewrite
Eq. 4 to separate the parameters that are held constant from
those dependent on αs :

As =
16

h|η |
∆ f
frev

(
F (αs )
αs

)
=

16
h|η |

∆ f
frev

Z (αs ). (5)

This modified area factor Z (αs ) is graphed in Fig. 4(b).
Z (αs ) is maximal near αs = 6.2 and when considering
other optimization criteria 5.5 to 7 is is a practical tuning
range for αs . In particular, the maximum bucket height is
obtained when the rf voltage is tuned such that αs = 5.5 -
the additional bucket height normally obtained at higher RF
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voltages is eliminated by the focusing interference between
the slip-stacking cavities.

For low αs many of the losses are driven by a parametric
resonance between f s and ∆ f . It can be shown [21] that the
resonance condition is

m f s (1 + σ) = n∆ f

where the RF separation ∆ f is a rational multiple of the
synchroton frequency f s with a synchrotron frequency shift
σ corresponding to its synchrotron oscillation amplitude ρ.
In that case, the growth rate of the instability becomes

φ̈ ∝ ρmα−2(n−1)
s

. Figure 5 shows the stability map for αs = 3.6 and depicts
strong parameter resonance at the synchrotron amplitude
where f s (1 + σ) = 4∆ f .
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Figure 5: Stability of initial coordinates for αs = 3.6 (top
bucket only). The color corresponds to the number of syn-
chrotron periods a particle with the corresponding initial
coordinates survives before it is lost. The four resonance
islands are created by the ωs (1 + σ) = 4ωφ parametric
resonance.

INJECTION SCENARIOS AND
COMPARISON OF CYCLE-RATES

These stability maps can be used to analyze injection
scenarios, by weighting the (appropriately scaled) stability
maps according to a distribution that represents the number
of incoming particles injected into that region of phase-space.
We used this technique to identify the greatest longitudinal
emittance an incoming Gaussian-distributed beam could
have and still achieve 97% injection efficiency at its optimal
RF cavity voltage - the 97$ admittance. The longitudinal
beam emittance is given in Eq. 6 below:

ε = πσpσT , ε97% = 2.172πσpσT (6)

The current accelerator upgrade proposal, Proton Im-
provement Plan II (PIP-II) [1], defines a minimum 97%
slip-stacking efficiency required to maintain current loss

levels while increasing intensity. Figure 6 shows the 97%
admittance as a function of aspect ratio and demonstrates the
consequences of a mismatched injection into a slip-stacking
bucket. The optimal RF cavity voltage as a function of as-
pect ratio is shown in Fig. 7. Figure 8 show the slip-stacking
parameter at which the injection efficiency is optimized.
These results were obtaining using parameter values shown
in Table. 1.
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Figure 6: The 97% admittance at 97% efficiency (at an
optimal value of αs) is shown as a function of aspect ratio.
The bottom line (black) is for the 15-Hz Booster cycle-rate
(status quo) and top line (red) is for 20-Hz Booster cycle-rate
(proposed upgrade). The vertical dashed lines represent the
nominal aspect ratios given in Table 1.
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Figure 7: The optimal Recycler rf voltage for 97% admit-
tance (at 97% efficiency) is shown as a function of aspect
ratio. The bottom line (black) is for the 15-Hz Booster cycle-
rate (status quo) and top line (red) is for 20-Hz Booster
cycle-rate (proposed upgrade). The vertical dashed lines
represent the nominal aspect ratios given in Table 1.

A nominal value for the Booster emittance is 0.12
eV·s [23]. The Fermilab Booster uses bunch rotation via
quadrupole excitation [24, 25], with parameters that are
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Figure 8: The optimal slip-stacking parameter αs for 97%
admittance (at 97% efficiency) is shown as a function of
aspect ratio. Values of αs greater than 8 are not evaluated.
The bottom line (black) is for the 15-Hz Booster cycle-rate
(status quo) and top line (red) is for 20-Hz Booster cycle-rate
(proposed upgrade). The vertical dashed lines represent the
nominal aspect ratios given in Table 1.

Table 2: Holding the aspect ratio and 97% efficiency con-
stant, the 97% admittance is increased in a 20-Hz Booster.

97% Admittance 15 Hz 20 Hz
3.00 MeV/ns 0.089 eV·s 0.157 eV·s
2.00 MeV/ns 0.132 eV·s 0.218 eV·s

actively tuned to minimize losses. With bunch rotation,
the aspect ratio of at least 2.6 MeV/ns is achievable at ex-
traction from the Booster [23]. At Recycler rf cavity volt-
age V0 = 100kV, the slip-stacking parameter for the Recy-
cler is αs (V0) ≈ 4.39 for a 15-Hz Booster cycle-rate and
αs (V0) ≈ 5.86 for a 20-Hz Booster cycle-rate. For other
voltages, the Recycler slip-stacking parameter is given by
αs (V ) = αs (V0)

√
V/V0.

We examine the 97% efficiency benchmark for both a
15-Hz Booster cycle-rate and a 20-Hz Booster cycle-rate. A
20-Hz Booster cycle-rate increases the RF frequency sepa-
ration by a factor of 4/3 and therefore permits a 4/3 higher
bucket height (for the same level of bucket independence
αs). Consequently a 20-Hz Booster cycle-rate permits oper-
ation with either a significantly greater Booster admittance
or injection efficiency. Figure 9 superimposes the Booster
beam injection (natural aspect ratio without bunch rotation)
for a 15-Hz Booster slip-stacking bucket and 20-Hz Booster
slip-stacking bucket. Table 2 shows the improvement from a
20-HzBooster cycle-rate expressed as a relaxation of Booster
emittance limits. Table 3 shows the improvement from a
20-Hz Booster cycle-rate as greater efficiency. A 20-Hz
Booster cycle-rate is clearly superior for high-intensity oper-
ation. Consequently, recent PIP-II documents have formally
incorporated a 20-Hz Booster cycle rate into the specifica-
tions of the PIP-II upgrades [26].
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Figure 9: The shape of the slip-stacking Bucket is shown
in black for the case of the 15-Hz Booster and in red for
the case of the 20-Hz Booster. Both slip-stacking buckets
are calculated for αs = 5.5 and optimized for bucket height.
The three dashed blue lines represent 1σ, 2σ, and 3σ of a
Gaussian distribution representing a typical Booster injec-
tion. In this case, the beam emittance is 0.1 eV·s and the
aspect ratio is 3 MeV/ns.

Table 3: Holding aspect ratio and emittance constant, the
slip-stacking losses are dramatically reduced in a 20-Hz
Booster. Bolded values pass the 97% efficiency benchmark.

Losses 15 Hz 20 Hz
with 3.00 MeV/ns & 0.08 eV·s 2.22 % 0.30 %
with 3.00 MeV/ns & 0.1 eV·s 3.97 % 0.73 %
with 3.00 MeV/ns & 0.12 eV·s 5.95 % 1.38 %
with 3.00 MeV/ns & 0.18 eV·s 12.11 % 4.29 %
with 2.00 MeV/ns & 0.08 eV·s 0.61 % 0.04 %
with 2.00 MeV/ns & 0.1 eV·s 1.36 % 0.14 %
with 2.00 MeV/ns & 0.12 eV·s 2.39 % 0.33 %
with 2.00 MeV/ns & 0.18 eV·s 6.58 % 1.67 %

A 20-Hz Booster would best be implemented in conjunc-
tion with a change in the slip-stacking injection scheme to
avoid encountering limits in momentum aperture. Kourbanis
measured the Recycler momentum aperture in May 2014 to
be 0.74% for 95% transmission and 0.53% for 99% transmis-
sion [27]. It should be noted that this momentum aperture
is limited by the dynamic aperture, which means that it is
sensitive to chromaticity and betatron tuning; it is less than
half of the physical aperture, the momentum aperture the
could conceivably be achieved with improvements to the
lattice (see [28]).
The total momentum range used during slip-stacking is

shown in Table 4. The 20-Hz Booster requires greater RF
frequency separation and therefore the total momentum used
in any injection scheme would increase. However as Table 4
indicates, switching from the “On-Energy” injection with
a 15-Hz Booster (status quo) to “Off-Energy” injection 20-
Hz Booster (proposed) is actually a net decrease in the total
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Table 4: The required momentum aperture for slip-stacking
in the Recycler depending on the momentum range of the
incoming beam, the injection scheme, and the Booster cycle-
rate. Figures 10 and 11 depict the two injection schemes.
Bolded values pass a 0.6% benchmark.

Momentum Usage 15 Hz 20 Hz
with ± 12 MeV & “On-Energy” Inj. 0.72 % 0.86 %
with ± 12 MeV & “Off-Energy” Inj. 0.58 % 0.67 %
with ± 8 MeV & “On-Energy” Inj. 0.63 % 0.76 %
with ± 8 MeV & “Off-Energy” Inj. 0.48 % 0.57 %
with ± 4 MeV & “On-Energy” Inj. 0.52 % 0.66 %
with ± 4 MeV & “Off-Energy” Inj. 0.38 % 0.47 %

momentum usage. These two injection schemes are depicted
in Fig. 10 and Fig. 11.
In the “On-Energy” injection scheme (see Fig. 10), the

extraction energy from the Booster is the injection energy
into the Recycler. The frequencies of the Recycler RF cav-
ities move to ensure the injection and extraction is simple,
but at the cost of greater momentum usage. In the “Off-
Energy” injection scheme (see Fig. 11), the Recycler must
be tuned to extract at a momentum∆δ/2 lower or higher than
the momentum of the beam injected into the Main Injector
( [12], p. 8-109). The advantage offered by this alternate
injection scheme is that only ∆δ and the full bucket height
must be accommodated, rather than the (3/2)∆δ and the full
bucket height required by the On-Energy injection scheme.
Eq. 1 relates the frequency difference with the momentum
difference.
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Figure 10: The On-Energy injection scheme spans the fre-
quencies f0 − ∆ f to f0 + ∆ f /2.

The gains in slip-stacking efficiency under the 20-Hz
Booster scenario also require an increase in RF cavity volt-
age (see Fig. 7). The ideal RF cavity voltage increases from
64 kV to 114 kV, which is a factor of (4/3)2 ≈ 1.78. The
duty factor may also decrease (by no more than 3/4) in the
case of a 20-Hz Booster; the power dissipation would in-
crease by at least (4/3)3 ≈ 2.37. The maximum Recycler
RF voltage is 150 kV and the maximum Recycle RF power
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Figure 11: The Off-Energy injection scheme spans the fre-
quencies f0 − ∆ f /2 to f0 + ∆ f /2.

is 150 kW, according to [16]. The possibility of the Recycler
RF cavities overheating would have to be investigated.

The scaling symmetry used to analyze the 20-Hz Booster
cycle-rate can generalized. An optimization at RF frequency
separation ∆ f and aspect ratio r is equivalent to an opti-
mization at RF frequency separation ∆ f ′ and aspect ra-
tio (∆ f ′/∆ f )r. The same optimal slip-stacking parame-
ter would be obtained at a higher synchrotron frequency
(∆ f ′/∆ f ) f s , increasing the rf voltage at (∆ f ′/∆ f )r to
(∆ f ′/∆ f )2V .

CONCLUSION
In summary, we have provided a framework for address-

ing both stability of particles in a slip-stacking potential.
We introduce the slip-stacking area factor F (αs ) and the
modified area factor Z (αs ) as tools to calculate the stable
slip-stacking bucket area for any combination of accelerator
parameters. We provide a general method for analyzing slip-
stacking injection scenarios. We demonstrate that the 20-Hz
Booster cycle rate provides a consequential improvement to
the slip-stacking efficiency and bucket area. We recommend
an injection scheme which wholly compensates for the the
increased momentum usage required by the larger RF fre-
quency separation. We predict the optimal RV cavity voltage
for the 20-Hz Booster and identify the potential overheating
issue.
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RMS EMITTANCE MEASURES FOR SOLENOID TRANSPORT AND

FACILITY FOR RARE ISOTOPE BEAMS FRONT-END SIMULATIONS
∗

Steven M Lund†, Eduard Pozdeyev, Haitao Ren, and Qiang Zhao
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Abstract

Measurement of beam phase-space area via rms emit-

tances in solenoid focusing channels with x-y coupling is

complicated relative to transport channels with decoupled

plane focusing. This stems from correlated azimuthal flow

of the beam induced by the coupled focusing influencing

how the thermal component of the flow should be measured.

This is exacerbated when the beam has net canonical angu-

lar momentum — as is the case for beams born in a mag-

netic field within ECR-type sources. In this study, a sys-

tematic analysis is carried out to derive an multi-species

beam envelopeequation and motivate measures of rms emit-

tance and phase-space area for use in solenoid transport for

beams with canonical angular momentum. These results

are applied in Warp PIC simulations of the near-source re-

gion of the front-end of the Facility for Rare Isotope Beams

(FRIB) linac. In these simulations, a multi-species heavy-

ion DC beam emerging from an ECR source are simulated

in transverse slice mode using a realistic lattice description.

Emittance growth due to nonlinear applied fields and space-

charge is analyzed including the influence of net canonical

angular momentum. It is found that emittance growth in the

near source region of FRIB front-end should in most cases

be minimal and that the beam size can be readily controlled

over a wide range of parameter uncertainties.

INTRODUCTION

The Facility for Rare Isotope Beams (FRIB) is a high

continuous-wave power (CW) linear accelerator now under

construction at Michigan State University to enable state-

of-the-art nuclear physics experiments [1]. It will simul-

taneously accelerate multiple charge states of heavy ions

to kinetic energies above 200 MeV/u with 400 kW power

on target delivered within a compact spot. Although the

FRIB linac has high CW power, space-charge intensity is

modest in most of the machine. However, near the elec-

tron cyclotron resonance (ECR) sources in the front end

(see Fig. 1), space-charge can be an issue [2]. Here, ki-

netic energy is low (∼ 35 kV ECR extraction bias followed

by a grated dc gap typically biased to ∼ 50 kV to achieve

12 kV/u in target species) and the ECRs produce numerous

charge states and ions resulting in relatively high DC cur-

rent until extra species are removed downstream beginning

with the first bending dipole. Uranium and Oxygen species,

(unneutralized) particle currents, and particle rigidities (at

∗ Work supported by the U.S. Department of Energy Office of Science

under Cooperative Agreement DE-SC0000661 and the National Science

Foundation under Grant No. PHY-1102511.
† lund@frib.msu.edu

extractor bias) expected for Uranium ECR operation are

given in Table 1. It is anticipated that space-charge of the

DC beam will be ∼ 75% electron neutralized outside of

the grated gap (strong sweep and guarded downstream by a

negatively biased suppressor electrode). Typically only two

target species will be transported downstream of the front-

end. A compact beam phase-space (low emittance and halo

suppressed) in the target species must be preserved in trans-

port near the source in the presence of the parasitic species

to insure reliable machine operation with minimal poten-

tial losses. In the transport immediately downstream of the

ECR two solenoids are employed to transversely focus the

multi-species beam. Solenoids are short with poor aspect

ratio (39.5 cm length and 7.75 cm radius aperture) and the

extended fringe fields overlap with the solenoid field from

the ECR source and the grated gap. Ions are born relatively

cold (expect∼ 1–3 eV thermal temperature expected) with a

compact radius (R ≃ 4 mm) but are strongly magnetized in

the hight magnetic fields within the ECR sources resulting

in significant canonical angular momentum contributions to

the transverse beam size.

Table 1: (Color) Species from FRIB Venus-like ECR source

for U operation. Color coding shown for species identifica-

tion in simulations. U+33 and U+34 are target species.

Ion I (pmA) Q/A [Bρ] (Telsa-m)

U+25 0.035 0.105 0.0831

U+26 0.051 0.109 0.0815

U+27 0.068 0.113 0.0800

U+28 0.088 0.118 0.0785

U+29 0.115 0.122 0.0772

U+30 0.150 0.126 0.0759

U+31 0.175 0.130 0.0746

U+32 0.192 0.134 0.0735

U+33 0.210 0.139 0.0723

U+34 0.205 0.143 0.0713

U+35 0.178 0.147 0.0702

U+36 0.142 0.151 0.0693

U+37 0.11 0.155 0.0683

U+38 0.072 0.160 0.0674

U+39 0.043 0.163 0.0665

U+40 0.031 0.168 0.0657

O+1 0.3 0.063 0.1077

O+2 0.3 0.125 0.0762

O+3 0.3 0.188 0.0622

O+4 0.2 0.250 0.0539

In this study we employ theory to develop an enve-

lope model (Sec. Envelope Model) and report prelimi-

nary particle-in-cell simulations with the Warp code [3]

(Sec. Simulations). The envelope model is employed to bet-

ter understand how to measure effective beam phase-space

area for the multi-species beam with canonical angular mo-

mentum and solenoid focusing which both induce coherent

azimuthal flow in the beam components. The simulations
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Figure 1: (Color) Applied fields (on-axis nonlinear compo-

nents) of FRIB front-end near ECR source. FRIB lattice

reference z = 200 m at the start of the RFQ.

allow inclusion of detailed geometry, multiple species with

part electron neutralization, and coupled dynamics with

solenoid focusing and overlapping element fringe fields.

The simulations enable evaluation of system performance

under increasingly realistic conditions.

ENVELOPE MODEL

A systematic derivation of an rms envelope equation de-

scribing an unbunched, multi-species DC beam propagat-

ing in a solenoid focusing channel with electrostatic accel-

erating gaps is carried out to better understand how to mea-

sure the effective phase-space area (emittance) and the rela-

tive strength of various focusing/defocusing effects. Con-

sider a species j composed of particles of mass m j and

charge qj propagating with axial velocity βb j c with c the

speed of light in vacuuo. The nonrelativistic transverse

equations of motion describing the particles evolving in

a applied solenoid magnetic field (linear approximation)

B
appl
= − 1

2

∂Bz0 (z)

∂z r êr + Bz0(z)êz with Bz0(z) = Bz (r =

0, z) the on-axis magnetic field and an applied electric ac-

celerating field from electrostatic gaps (linear approxima-

tion) E
appl
= − 1

2

∂Ez0 (z)

∂z r êr + Ez0(z)êz with on-axis field

Ez0(z) ≡ Ea
z (r = 0, z) can be cast in the form [4, 5]

x′′ −
qjV

′

2Ek j
x′ −

qjV
′′

4Ek j
x −

qj B
′
z0

2m j βb j c
y −

qj Bz0

m j βb j c
y
′

=

qj

m j β
2
b j

c2
E
sel f
x ,

y
′′ −

qjV
′

2Ek j
y
′ −

qjV
′′

4Ek j
y +

qj B
′
z0

2m j βb j c
x +

qj Bz0

m j βb j c
x′

=

qj

m j β
2
b j

c2
E
sel f
y .

(1)

Here, primes denote derivatives with respect to the axial

coordinate z, Eself
x and Eself

x are the transverse components

of the electrostatic self-electric field of the beam, and V (z)

is the accelerating potential that relates to the on-axis ap-

plied electric field via Ez0(z) = − ∂V (z)

∂z and gives the gain

in particle axial velocity βb jc and kinetic energy Ek j =
1
2

m j β
2
b j

c2 from the initial value as

Ek j = Ek j |initial + qj [V |initial − V ],

βb j =

√

2Ek j
m j c2

.
(2)

Note that the x- and y-plane particle equations of motion 1

are cross-coupled due to the solenoid focusing field. Both

the applied magnetic (solenoid focusing) and electric (accel-

erating) fields include fringe effects from the axial variation

in z which produces consistent focusing/defocusing effects

within the approximation of linear applied fields.

To derive an envelope equation, we neglect energy

spreads within each species and carry out transverse aver-

ages 〈· · · 〉 j over the jth species and analyze the rms radius

σr j ≡ 〈x2
+ y

2〉1/2
j

. As standard, σr j is differentiated sev-

eral times with respect to z and the equations of motion (1)

are applied to calculate 〈xx′′〉 j and 〈yy′′〉 j [4]. An exten-

sive analysis with the additional assumption that the charge

distributions of the species are axisymmetric (∂/∂θ = 0)

with Gaussian distributed radial density profiles (possibly

part electron neutralized) shows that the rms envelope equa-

tion for the jth species can be expressed as

σ′′r j −
qjV

′

2Ek j
σ′r j −

qjV
′′

4Ek j
σr j +

(

qj Bz0

2m j βb jc

)2

σr j ,

−
∑

s,species

Q j s fs
σr j

σ2
r j
+ σ2

rs

−
εrms 2
r j
+ 〈Pθ〉2j/(m j βb jc)2

σ3
r j

= 0.

(3)

Here,

Q j s =
qj Is

2πǫ0m j β
2
b j
βbsc3

(4)

is the “matrix” preveance that measures the strength of

species s space-charge associated with current Is = const

(electron neutralized by specified fraction fs ∈ [0,1] with

fs = 1 being unneutralized) of species s on the jth species,

ǫ0 is the permitivity of free-space,

〈Pθ〉 j
m j βb j c

= 〈xy′ − yx′〉 j +
qj Bz0

2m j βb j c
〈x2
+ y

2〉 j

= 〈r2θ′〉 j +
qBz0

2mβbc
〈r2〉 j

(5)

specifies the average canonical angular momentum 〈Pθ〉 j of

species j, and

εrms 2
r j = 〈x2

+ y
2〉 j 〈x′2 + y

′2〉 j − 〈xx′ + yy
′〉2j

− 〈xy′ − yx′〉2j
= 〈r2〉 j 〈r ′2〉 j − 〈rr ′〉2j + 〈r

2θ′2〉 j − 〈r2θ′〉2j

(6)
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is a proper thermal (i.e., coherent flow contribution induced

by solenoid removed) measure of the transverse phase-

space area. Both 〈Pθ〉 j and εrms
r j

are given in both transverse

x,y Cartesian components and r,θ cylindrical coordinates.

The canonical angular momentum 〈Pθ〉 j is conserved (even

for nonlinear self-field forces), and for the case of linear or

negligible self-field forces, it can be shown that the normal-

ized thermal emittance

εrms
nr j ≡ βb jε

rms
r j = const (7)

is also conserved. Note that the applied focusing coef-

ficient from the solenoid focusing in Eq. (3) can be ex-

pressed as [qj Bz0/(2m j βb j c)]2σr j = k2
L j
σr j where kL j ≡

qj Bz0/(2m j βb j c) is the Larmor wavenumber. Employing

the conservations in Eqs. (5) and (7) allows integration of

the envelope equation (3) from a specified initial condition.

It should be stressed that all terms occurring in Eq. (3)

are independent of the details of the transverse distribution

(and are therefore valid for nonaxisymmetric species with

∂/∂θ , 0) with exception of the space-charge (perveance)

term ∝ Q j s which requires axisymmetry for the relatively

simple form given. Inter-species coupling is provided only

by the radial electrostatic force acting on the particles which

the space-charge term describes. The perveance term is de-

rived by taking the species radial charge density profile to

have Gaussian form with

ρ j (r) =
I j

2π βb jc σ
2
r j

e
−r2/σ2

r j , (8)

and solving the electrostatic Gauss’ law Maxwell equation
1
r

∂
∂r (rEself

r ) =
∑

species,s
fs ρs

ǫ0
(axial self-fields neglected)

for the radial self-electric field as

Eself
r =

∑

s,species

fs

2πǫ0

λs (r)

r
, (9)

where λs (r) = 2π
∫ r

0
dr̄ r̄ ρs (r̄) is the line-chargeof species

s within radius r [λs (∞) = I/(βb s)]. Using this result,

the average 〈rEself
r 〉 j needed to derive the perveance term

in Eq. (3) can be calculated using the result

〈λs (r)〉 j =
(

Is

βbsc

) σ2
r j

σ2
r j
+ σ2

s j

(10)

to express contributing terms. Interestingly, it can be shown

that the s = j component of the perveance term in Eq. (3)

is independent of the form of the radial charge distribution

— suggesting somewhat broader validity of the envelope

equation than just Gaussian distributed radial charge pro-

files [4, 6]. If there is a single species, the perveance term

reduces (independent of the form of the radial charge distri-

bution) to the familiar form Q f /(2σr ) with Q =
qI

2πǫ0mβ3
b
c3 .

Here, we drop the species subscripts since there is one

species. Comparing the perveance (space-charge defocus-

ing strength) and the emittance + canonical angular momen-

tum (phase-space area defocusing) terms in the envelope

equation (3), note that the space-charge term will eventually

dominate as the beam radially expands (term ∼ 1/σr j ), and

conversely, the emittance + canonical angular momentum

term eventually dominates as the beam is radially focused

down ( ∼ 1/σ3
r j

).

The envelope equation (3) shows that the total effective

phase-space area acting to defocus beam species j is

εrms
totj ≡

√

√

εrms 2
r j
+

〈Pθ〉2j
(m j βb j c)2

. (11)

The total emittance εrms
tot j

contains a component εrms
r j

[Eq. (6)] from the thermal spread of particle angles (normal-

ized form βb jε
rms
r j

conserved for linear forces) and compo-

nent 〈Pθ〉2j [Eq. (5)] from the coherent flow associated with

canonical angular momentum (conserved nonlinearly if a

consistent nonlinear form for the associated magnetic vector

potential is employed). Properties of the thermal emittance

can be further clarified by the axisymmetric (∂/∂θ = 0)

limit formula,

εrms 2
r j = 4εrms 2

x j − 〈xy′ − yx′〉2j (12)

with εrms
x j
≡

[
〈x2〉 j 〈x′2〉 j − 〈xx′〉2

j

]1/2
denoting the usual

x-plane rms emittance. This clarifies within the simpler ax-

isymmetric limit how the radial emittance εrms
r j

subtracts the

coherent flow associated with mechanical angular momen-

tum ∝ 〈xy′ − yx′〉 j to provide a proper thermal measure

of the contribution of the spread in particle angles to the

emittance. Because the regular x-plane rms emittance εrms
x

contains (typically large) coherent flow associated with co-

herent rotation inducted by the solenoid, it provides a poor

measure to employ to measure potential emittance growth

due to nonlinear applied focusing and space-charge effects.

This issue is exacerbated for the case with beams with net

canonical angular momentum (〈Pθ〉 j , 0) as should be ex-

pected for beams produced by ECR type sources. This fol-

lows because beams with 〈Pθ〉 j , 0 will have correlated

flow terms in εrms
x even outside the axial extent of the fringe

field of the magnetic solenoids. Use of the canonical an-

gular momentum 〈Pθ〉2j [Eq. (5)], radial thermal emittance

εrms
r j

[Eq. (5)], and the total emittance εrms
totj

[Eq. (11)] helps

clarify issues in such systems.

For purposes of estimating the emittance of a beam

emerging from a source where ions are not born in a state of

macroscopic rotation in a finite axial magnetic field (Bz0 ,

0), Eqs. (5) and (6) suggest taking

〈Pθ〉 j
m j c

=

qj Bz0

2m j c
σ2
r j

�����Birth

εrms
nr j = βb jε

rms
r j =

√
2

√

(

Tj

m j c2

)

σr j

�����
��Birth

(13)

Here, Tj is the thermal temperature of the jth ion species

(energy units) and the formulas are presented in appropri-

ate form for direct comparison in “normalized” emittance
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units. Both these results neglect the influence of the sex-

tupole field and other physics in the ECR source, and there-

fore can only be regarded as an estimate of possible charac-

teristic values for such sources.

Finally, we stress that the forms of the canonical angular

momentum [Eq. (5)] and radial thermal emittance [Eq. (6)]

apply to beams that are not axisymmetric (∂/∂θ , 0) and

can therefore be applied in this generalized context in de-

tailed simulations even if the space-charge term cannot. If

there is centroid offset, all terms other than the space-charge

perveance one (∝ Q j s) in the envelope equation (3) also re-

main valid and can be defined with respect to coordinates

relative to the centroid (x → x−〈x〉 j , x′ → x′−〈x′〉 j , etc.).

These features make the x,y, x′,y′, versions of the formulas

useful for interpreting simulations under increasingly real-

istic conditions. For an nonaxisymmetric and/or centroid

offset beam, the space-charge term becomes considerably

more complicated and simulations become more essential.

SIMULATIONS

We employ the Warp particle-in-cell (PIC) code [3] to

simulate the transport of the beam emerging from the ECR

source to the start of the bending dipole (see Sec. Introduc-

tion). The code is run in a transverse (xy) slice mode using

the 3D applied fields of elements (axisymmetric solenoids

and grated acceleration gap input on a r–z for the aligned

system). High resolution models (∼ 1 mm mesh incre-

ments in r, z) are employed for the ECR solenoid, focus-

ing solenoids, and the grated gap. Solenoid fringe fields

are resolved to ∼ 10−6 of the peak value and the nonlin-

ear vector potential is input to verify nonlinear conserva-

tion of canonical angular momentum. Fringe resolutions

of ∼ 10−2 were found to induce large errors in 〈Pθ〉 j . El-

ement fields are input both in linear (using nonlinear on-

axis field and the model in Sec. Envelope Model) and non-

linear form to allow nonlinear applied fields to be turned

off. Self-fields are calculated with a specified neutraliza-

tion fraction using a multi-grid field solver (. 0.5 mm mesh

increments in x, y) and any lost particles scraped at the lo-

cal aperture radius. Macro-particles (typically using > 100

per grid cell within beam corresponding to ∼ 40k/species)

are advanced in time with individual time increments iter-

ated so that the code tracks from axial slice to axial slice

with increment ∆z . 2 mm. Species weights (physical par-

ticles per macro-particle) are adjusted consistent with ac-

celeration from the applied gap DC current conservation in

each species to model a slice of the unbunched DC beam.

Note this model does not assume beam axisymmetry allow-

ing distribution asymmetries emerging from the ECR and

misaligned elements to be evaluated. The xy-slice model

neglects any longitudinal self-field effects which should be

weak and idealizes electron effects. However, Warp can be

run in a 3D mode (inputs/setup essentially the same) to ad-

dress these issues. The efficient slice model allows rapid

(∼minutes on PC) simulations to efficiently explore issues.

Simulations are carried out for a Uranium beam inject-

ing the species in Table 1. It is verified that currents and

canonical angular momentum are consistent, and that en-

ergy gains in the on-axis potential of the gap are correct

(gap biased 50.26 kV so average of “target” U+33 and U+34

species achieves 12 Ks/u). Diagnostics are carried out by

species results colorized consistent with entries in Table 1.

Emittance measures developed in Sec. Envelope Model are

employed to allow sensitive evaluation of emittance evo-

lution in the transport. Series of runs were carried out

to explore sensitivities of the target species rms beam en-

velopes and emittance growth to: unmagnetized (unreal-

istic: 〈Pθ〉 j = 0) and magnetized (estimate appropriate

for ECR with Bz0 = 2.15 Tesla giving 〈Pθ〉 j/(m jc) ∼
0.38 mm-mrad for ref species)initial ions emerging from

the ECR source with low (Tj = 3 eV giving for all U species

εrms
nr j
= 0.015 mm-mrad) and high (Tj = 140 eV giving for

all U species εrms
nr j
= 0.1 mm-mrad) ion thermal tempera-

tures, the phase-space form of the initial distribution (ther-

mal and waterbag including self-field potential in the Hamil-

tonian, semi-Gaussian with uniform density and Gaussian

angle spreads, and KV), linear and nonlinear applied fields

(both solenoids and grated gap), and electron neutralization

fraction (unneutralized, 25%, 50%, 75%, and fully neutral-

ized). In all cases, the same initial axisymmetric beam sizes

(σr j/
√

2 = 〈x2〉1/2
j
= 〈y2〉1/2

j
= 2.0 mm and zero angle)

were used emerging from the ECR source. Note that the

high ion temperature case (i.e., Tj = 140 eV) is tuned such

that the initial thermal emittance corresponds to measured

values (including coherent flow) of the total on a similar

ECR source emittance [2,7]. Relatively modest sensitivities

were observed in most cases outside of extreme values and

the two focusing solenoids are easily adjusted to produce

a final (entering dipole) rms beam size 〈x2〉1/2
j
≃ 10 mm

with a slightly converging envelope (few mrad) for the tar-

get species. A partial exception to this is the case of low ini-

tial ion temperatures where some normalized thermal emit-

tance (εrms
nr j

) growth occurs from very low initial values. But

the growth is not sufficient to result in high final emittance

or to significantly impact the envelope because the canoni-

cal angular momentum contribution to the defocusing [see

Eq. (11)] is larger (and constant).

Characteristic results of simulations are shown in Figs. 2

(rms envelope and emittance evolution) and 3 (final phase-

space projections of species) for an initial waterbag distri-

bution beam for initially magnetized ions with low temper-

ature, a 75% neutralization fraction, and nonlinear applied

fields (solenoids and grated gap). First and second solenoid

excitations (see Fig. 1) correspond to 0.6 and 0.5 Tesla

peak field on-axis (ECR solenoids fixed for source perfor-

mance). Cases with the higher initial ion temperature un-

dergo no significant growth. The modest growth for cold

initial, but magnetized ions does little to change the effec-

tive emittance (εrms
totj

) or envelope for initially magnetized

ions since the contribution of the canonical angular momen-

tum (〈Pθ〉 j ) dominates relative to the contribution from the

thermal component of the emittance (εrms
r j

) [i.e, see Eq. (11),
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Figure 2: (Color) rms envelope and emittance evolution.

βb jε
rms
tot j
≃ 〈Pθ〉 j/(m jc) = 0.38 mm-mrad]. Phase-space

projections of target species (see Fig. 3)) typically have sur-

prisingly low distortion.

CONCLUSIONS

Preliminary theory and simulations of the near-source

transport of the FRIB front-end suggests that potential dele-

terious effects from nonlinear space-charge in the many-

species, part electron neutralized beam immediately down-

stream of the ECR sources (before species separation) is

minimal. The system appears relatively insensitive to neu-

tralization fraction and can be retuned for a wide range

of potential beam parameters emerging from the sources.

Proper separation of coherent flow induced by solenoid

focusing and canonical angular momentum in emittance

measures allows sensitive probing of contributions to any

growth in beam phase-space area. Detailed Warp simula-

tions should help us address any problems encountered dur-

ing front-end commissioning by augmenting limited labo-

ratory diagnostics. In future work, simulations will be ex-

tended downstream to evaluate species separation in the

presence of beam space-charge and canonical angular mo-
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Figure 3: (Color) Phase-space projections at end of simu-

lation (before dipole): particle x-x′ with tilt removed, and

final target species densities.

mentum and evaluate the impact of more realistic distribu-

tions (including sextupole effects, asymmetries, and halo)

to model the beam emerging from the ECR source.
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AN ESS LINAC COLLIMATION STUDY
R. Miyamoto∗, ESS, Lund, Sweden

Abstract
The European Spallation Source is planned in Lund, Swe-

den, and will be a neutron source based on a proton linac

with an unprecedented 5 MW beam power. Mitigation of

beam losses is the most crucial challenge in beam physics

for such a high power proton linac and collimation systems

are planned in sections of the medium and high energy beam

transport (MEBT and HEBT). A preliminary study of the

collimation systems was presented in the previous time of

this workshop but the linac design went through a significant

revise since then. The system to expand the beam for the

target, located in the HEBT, was changed from one based

on nonlinear magnets to a raster system and this change

particularly had a significant impact on the demand on the

collimation systems. This paper presents an updated beam

dynamics study of the collimation systems for the present

layout of the ESS Linac.

INTRODUCTION
The European Spallation Source (ESS) will be a neutron

source in Lund, Sweden, based on a proton linac with an

unprecedented 5 MW beam power [1]. Figure 1 shows a

layout of the ESS Linac and Table 1 summarizes its high

level parameters. The linac consists of normal conducting

accelerating structures, sections of superconducting cavi-

ties, and low, medium, and high energy beam transports

(LEBT, MEBT, and HEBT). The normal conducting acceler-

ating structures include an ion source (IS), radio frequency

quadrupole (RFQ), and drift tube linac (DTL). The ESS

Linac uses three types of superconducting cavities: spoke,

medium-β elliptical, and high-β elliptical cavities. The sec-
tions of the superconducting cavities are also referred to as

the Superconducting (SC) Linac as a whole.

For a high power machine such as the ESS Linac, mini-

mization of beam losses is crucial to allow hands-on mainte-

nance as well as to protect machine components and imposes

difficult challenges on the design and machine tuning. Based

on the experience of SNS [2], a system of beam scrapers is

planned for the MEBT to improve beam quality in an early

stage of the linac and thus to lower the risk of the beam

losses as possible. Beam dynamics simulations indicated

its use for the ESS Linac too [3–5] but its effect throughout

the entire linac, taking into account various errors, has not

been thoroughly studied yet. Collimation systems have been

also considered for the HEBT where the beam power is the

highest 5 MW [3, 6]. However, since the design revision

in 2013 [7], the system to expand the beam for the target

has been switched from one based on nonlinear magnets [8]

to the other using raster magnet [9] and the present system

is much less sensitive to the transverse beam halo. This

∗ ryoichi.miyamoto@esss.se
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Figure 1: Layout of the ESS Linac. Blue color indicates a

section of superconducting cavities.

Table 1: High Level Parameters of the ESS Linac

Parameter Unit Value

Average beam power MW 5

Maximum beam energy GeV 2

Peak beam current mA 62.5

Beam pulse length ms 2.86

Beam pulse repetition rate Hz 14

Duty cycle % 4

RF frequency MHz 352.21/704.42

led present reconsideration of the collimation systems in

the HEBT. An input to make the decision is quality of the

beam entering the HEBT. Thus, on this occasion, impact of

the MEBT scrapers on the beam quality and losses through-

out the entire linac, especially the later part of the linac, is

studied in detail in this paper

CONDITIONS FOR SIMULATIONS
This section discusses conditions of the simulations in the

following sections. Throughout the paper, the lattice in [1]

is used. All the simulations are done by tracking the pre-

calculated RFQ output beam from the MEBT entrance with

the TraceWin code [10]. Space-charge force is calculated

with the 3D PICNIC routine [11] with a step size of 15 per

[(relativistic-β) × (wavelength)] and a mesh of 10× 10× 10.

RFQ Output
The output beam from the RFQ is simulated with the Tou-

tatis code [12] by assuming 2D Gaussian distribution with

a normalized emittance of 0.25 π mmmrad at its entrance.
The number of macro-particles is either 1 × 105, 1 × 106, or
1× 107, depending on a type of a study. Table 2 summarizes
the parameters of the simulated output beam.

Table 2: RMS Normalized Emittances (ε) and Courant-
Snyder Parameters (β and α) of the RFQ Output Beam

Plane ε [πmmmrad] β [m] α

x 0.253 0.210 −0.052
y 0.252 0.371 −0.310
z 0.361 0.926 −0.481
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Figure 2: RFQ output distribution on the longitudinal phase

space. The longitudinal tail is marked with a red ellipse.

Figure 2 shows the RFQ output distribution on the lon-

gitudinal phase space (1 × 107 macro-particles case). An
RFQ output beam often has a structure referred to as lon-
gitudinal tail (the part marked with an ellipse), and these
off-momentum particles are of concern for beam losses.

MEBT Scrapers
Figure 3 shows the present MEBT layout together with

beam envelopes and apertures, where three locations with

tight apertures at 0.85, 2.19, and 3.39 m correspond to the

scrapers. The scraper system at each location has two blades

per plane and four in total for both plane. At present, the

scraper is being designed so that each blade can absorb

∼12W or ∼0.14% of the beam, corresponding a 3σ distance
to the beam center for a Gaussian beam. This specification

is based on the previous beam simulations [3, 4] and its

engineering feasibility is supported by [3, 13]. The set of

three scrapers provides an efficient cleaning in case the beam

out of the RFQ has transverse halos and also improves quality

of the nominal beam [4].

The IS and LEBT have transient times during turning

on and off and bunches from these times, positioned at the

head and tail of a macro-pulse, are likely to have wrong

parameters. One ofmain functions of theMEBT is to house a

fast chopper of an electric deflector to remove these bunches.
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Figure 3: MEBT layout, 3σ beam envelopes, and apertures.
On the top, blue boxes above (below) the line represent focus-

ing (defocusing) quadrupoles, green boxes buncher cavities,

and red lines and triangles a chopper and its dump. Three

locations with tight apertures correspond to the scrapers.

Table 3: Lattice Error Tolerances (the distributions are uni-

form with the listed amplitudes. For DTL, the cavity error

is random for each accelerating gap whereas the tank error

is a systematic and common for all the gaps in one tank)

Sect Elem Mode δx, δy δθx , δθy δθz δE, δB δφ
mm deg deg % deg

MEBT Quad Stat 0.2 0 0.06 0.5

Cav Stat 0.5 0.115 1 1

Cav Dyn 0 0 0.2 0.2

DTL Quad Stat 0.1 0.5 0.2 0.5

Cav Stat 0 0 1 0.5

Tank Stat 0 0 1 1

Tank Dyn 0 0 0.2 0.2

SC Quad Stat 0.2 0 0.06 0.5

Cav Stat 1.5 0.129 1 1

Cav Dyn 0 0 0.1 0.1

HEBT Quad Stat 0.2 0 0.06 0.5

Bend Stat 0.2 0 0.06 0.05

The rise time of the fast chopper is specified as ∼10 ns at
present and, given the bunch space is 2.84 ns, a few bunches

receive a partial voltage. These partially-chopped bunches
could have large trajectory excursions and raise a concern,

but the scrapers also improve the situation of the beam losses

due to these bunches [5].

Input Beam and Lattice Errors
To estimate the situation of the beam loss, the effects of

all possible errors must be taken into account. A campaign

of identifying the tolerances of lattice element errors was

conducted this year based on a criteria to limit an emittance

growth of each plane per section to ∼10% [14,15]. Table 3
lists the found tolerance values where the distribution of

each error type is uniform with an amplitude of the given

value. Table 4 lists the expected errors in the RFQ output

when the tolerance values of the lattice element errors are

applied to the RFQ. In statistical studies of the following

sections, the error values listed in these two tables are used.

Table 4: Errors in the RFQ Output Beams (a uniform distri-

bution with the listed amplitude is assumed for each error in

a simulation. The symbol Mx,y,z is the mismatch factor)

Parameter Unit Value

δx, δy mm 0.3

δx ′, δy′ mrad 1

δφ degrees 0

δW keV 10

δε x , δε y , δε z % 5

Mx ,My ,Mz % 5

δI mA 0.625
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Figure 4: Transverse phase space distributions at the HEBT

entrance for the scraper positions of 3.5σ, 3σ, and 2.5σ.

FORWARD TRACKING
The simplest way to study the effect of theMEBT scrapers

is to track the beam with and without the scrapers and to

observe the distribution at locations of interest. Figure 4

compares the distributions on the transverse phase spaces at

the HEBT entrance (1 × 107 macro-particles) for the cases
when each scraper blade is positioned so as to absorb ∼2.1W
(0.02%), ∼12 W (0.14%), and ∼56 W (0.621%). These

correspond to the 3.5σ, 3σ, and 2.5σ distances to the beam
center if the distribution is a Gaussian. The distribution in

red represents the case of no scraper as a reference. The

improvement for the 3.5σ case is hard to see but the 3σ
and 2.5σ cases are showing a clear cleaning effect of the
outermost particles, particularly for the vertical plane.

Figure 5 shows the histograms of the radial distributions

on the normalized phase spaces for the distributions of Fig. 4.

Though the cleaning effects of the 3σ and 2.5σ cases are
clear, the outermost particles extend as far as 10σ toward the
end of the linac and the scrapers can remove only particles

beyond 8σ. Figure 6 shows the histograms of the radial
distributions on the normalized phase space along several

locations in the linac, comparing the cases with and without

the scrapers. The extent of the outermost particles gradually

increases along the linac. The scrapers could reduce this

extent but cannot maintain it to the level of the MEBT exit.

BACKWARD TRACKING
To understand the situation of the halo better, this section

tries another type of analysis. In Figure 7, the particles
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Figure 5: Radial distributions on the normalized phase

spaces for the distributions of Fig. 4.
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Figure 6: Evolution of the distribution along the linac with

and without the scrapers (3σ case).

beyond 4σ on the normalized phase spaces of the transverse
planes are defined as halo (illustrated on the first row) and

their phase space positions are observed at several upstream

locations. The part in magenta represents the core which

ends up within 4σ at the HEBT entrance. This analysis is
memory consuming and only 1 × 106 macro-particle are
used. As seen in the figure, a significant fraction of the halo

particles is originally well within the core in an early part of

the linac but gradually diffused out along the linac. Please

note this is due to the strong space-charge force and do not

occur for the case of a weak current. Figure 8 shows the

histograms of the radial distribution on the normalized phase

spaces for the distributions of Fig. 7. The figure again shows

the trend of particles within the core in an early part of the
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Figure 7: Distributions of the halo particles (particles beyond

4σ at the HEBT entrance) at upstream locations.

linac ending up being the halo toward the end. It also shows

that a large fraction of this diffusive process occur after the

section of spoke cavities. This result indicates there is also

a fundamental limitation in the cleaning with the MEBT

scrapers.

BEAM LOSS
Beam Loss with and without Errors
This section discusses the beam losses in the ESS Linac

and the impact of the MEBT scrapers on it. Before taking

into account the errors, Figure 9 shows the beam losses in

the case of no lattice error when 1 × 107 macro-particles
shown in Fig. 2 are tracked. The location near the upstream

vertical bend in the HEBT and the DTL are typical places of

the beam losses in the ESS Linac. Please note that the most
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Figure 8: Radial distributions on the normalized phase

spaces for the halo particles of Fig. 7.

of the lost particles are originally in the longitudinal tail and,

because of that, the scrapers do not make a big difference.

Figure 10 shows the losses when the errors in Tables 3 and

4 are included. In the calculation, 1 × 105 macro-particles
are tracked in 1000 linacs of different random seeds. The

confidence level loss of 90% and 99% are the maximum
loss at each location after excluding the largest 10% and 1%

cases. Please note that the trajectory error is corrected with

steerer dipoles based on simulated beam position monitors

with anticipated finite accuracy. When the lattice errors are

introduced, the scrapers are placed so that the 99% confi-

dence level loss per blade does not exceed 12 W, giving

slightly less cleaning than the 3σ setting for the no error
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Figure 9: Beam losses due to 1×107 macro-particles in case
of no lattice error. The bottom is a close-up of the DTL.
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Figure 10: Confidence level losses when the errors in Ta-

bles 3 and 4 are taken into account.
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Figure 11: Confidence level losses due to a partially-chopped

bunch for the case of 1.5 kV chopper voltage (nominal 4 kV).

case. As the case of no error in Fig. 9, the scrapers do not

make a big difference, indicating that the beam loss is due to

dynamics of longitudinal plane even with the lattice errors

and the linac has a wide enough aperture for the given error.

Beam Loss Due to Partially-chopped Bunches
As discussed in Section MEBT Scrapers, the partially-

chopped bunches cause some beam losses. Because the

result in [5] did not include the HEBT, the simulation is re-

peated here. Both the chopper and lattice errors introduce tra-

jectory excursions but the latter one should be compensated

as mentioned above. However, due to the limitations in the

setup of the simulation, this was not done properly and the

result in [5] included the excursions from both sources, thus

providing unnecessary pessimistic result. In addition to in-

clude the HEBT, this limitation was also solved in the follow-

ing result. Figure 11 shows the confidence level losses due to

one partially-chopped bunch when 1 × 105 macro-particles
are tracked in 500 linacs. The previous study showed that

the beam loss situation is worst when the chopper voltage

is around 1.5 kV (the nominal is 4 kV) [5] so the 1.5 kV is

applied as a representative case. The lattice errors in Table 3

are again applied, but the input beam error of Table 4 and

the lattice errors up to the chopper dump in the MEBT are

not applied to keep the condition up to the dump the same.

The loss in the HEBT is only ∼1×10−5 W/m level with 99%
confidence even without the scrapers and is not a concern.

As the previous study indicated [5], the scrapers make a

significant reduction of the losses, particularly in the DTL,

since these losses are due to the dynamics on the transverse

plane (trajectory excursion).

CONCLUSIONS
The impact of the MEBT scrapers on the beam quality

and losses throughout the ESS Linac is studied in detail.

The cleaning effect of the scrapers are evident, but there are

fundamental limitations and the scrapers can only prevent

the outermost particles from exceeding ∼8σ toward the end
of the linac. The beam loss in the ESS Linac is likely caused

by dynamics on the longitudinal plane and thus the scrapers

look to have no significant effect on the beam losses, except

those caused by the partially-chopped bunches.
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Abstract

Gabor lenses were conceived to focus a passing ion beam

using the electrical field of a confined nonneutral plasma

column. Beside its application as focusing device, in Gabor

lenses space-charge effects can be studied in detail.

The influence of the electron distribution on emittance

and space-charge dominated ion beams was investigated in

beam transport experiments [1]. In this contribution we want

to emphasize one result of these experiments. The measure-

ments indicated a strong contribution of secondary electrons

on beam dynamics. Secondary electrons are produced within

the transport channel, particularly by interaction of the beam

with the surface of the slit-grid emittance scanner. This ef-

fect might lead to an increase of the filling degree and to an

improved focusing performance of the lens.

Assuming that the loss and production rates within the lens

volume and the transport channel determine the equilibrium

state of the nonneutral plasma column, the electron cloud

was characterized as a function of the external fields and the

residual gas pressure in small-scale table top experiments.

In this contribution experimental results will be presented

in comparison with numerical simulations.

BEAM TRANSPORT EXPERIMENTS

A number of diagnostic as well as beam transport ex-

periments were performed in order to investigate how the

nonneutral plasma properties are mapped onto the ion beam.

At first, the electron density distribution and the plasma pa-

rameters were determined in diagnostic experiments without

beam. Afterwards the lens was used as focusing device for

the transport of an emittance dominated helium and a space

charge dominated argon beam to study its performance with

respect to image quality and space charge compensation.

Electron Density Distribution

Figure 1 represents the results of the emittance dominated

beam transport experiments.

One important result is that the electron density distribu-

tion determines the phase space distribution of the beam. In

case of a hollow electron distribution, passing beam ions ex-

perience a strong force at the edge of the column and none in

the center. For a homogeneous electron density distribution

the focusing is linear and therefore the beam is transported

without aberrations if the radius of the column is larger than

the beam radius. Still, it was found that for given lens pa-

rameters the measured electron densities and the electron

∗ Work supported by HIC for FAIR
† Schulte@iap.uni-frankfurt.de

Figure 1: Comparison of measurement (left) and simulation

of the transported He+ beam (center) as well as simulated

electron density distribution (right) [2].

density distribution in the diagnostic experiments differed

from the results of the beam transport experiments.

An example of the space-charge dominated beam experi-

ments is depicted in Fig. 2.

Figure 2: Phase space distribution of the drifted beam when

the lens was switched off (left) and of the transported Ar+

beam when the lens was switched on (right) [2].

Indeed, the focusing performance of the Gabor lens looks

very promising, but neither the diagnostic measurements

nor the performed numerical simulations show comparable

results.

Influence of Beam Intensity on the Focusing Per-

formance

Furthermore, for the same parameter set-up of the Gabor

lens it was observed that the focusing strength increases with

the beam current which indicates an increased density of

the confined electron column. Figure 3 illustartes the phase

space distribution of a 2.2 keV/u Ar+ beam measured behind

the lens for different beam currents.
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Figure 3: Influence of the ion current on the focusing perfor-

mance of the lens.

One possible explanation for this observation is the en-

hanced ionization rate of the residual gas due to the higher

beam intensity. Another source of electrons could be trans-

mission losses of the beam on the chamber wall or secondary

electrons produced during the measurement by the slit-grid

emittance scanner. However, as a result of the external fields

no additional electrons should be confined inside the lens

volume.

In order to further investigate the confinement with respect

to the external parameters, the production and loss processes

within the Gabor lens have been investigated.

ELECTRON PRODUCTION AND LOSSES

Several diagnostic experiments were performed in order

to investigate the electron loss and production processes in

more detail. These processes are assumed to have a major

impact on the equilibrium state of the nonneutral plasma.

Figure 4: Scheme of the assumed production processes.

Interactions of electrons, atoms, ions from residual gas

and the beam as depicted in Fig. 4 lead to an electron built-

up within small time scales below 1 ms [3]. The build-up as

a function of the external fields and the residual gas pressure

was measured by a CCD camera with high quantuum effi-

ciency. The first signal of plasma emission that results from

residual gas excited by electrons was defined as “ignition

point” for a given parameter set-up.

The results of these measurements for different confine-

ment lengths are presented in Fig. 5. Note that the anode

potential ΦA is normalized to the square of the lens’ radius

in order to compare different lens types.

Figure 5: Measured ignition curves of the nonneutral plasma

for helium as a function of the potential (left). The anode

potential was configured according to the lens work function

and normalized to the radius in order to compare all lens

types (right).

The confinement of electrons within the Gabor lens is not

perfect. Owing to particle collisions, field inhomogeneities

and the finite electron temperature, electrons are lost in trans-

verse and longitudinal direction. In longitudinal direction

the electron is confined by the potential well created by the

electrode system, while it has a degree of freedom along the

magnetic field lines. Electrons are lost if the kinetic energy

is high enough to leave the potential. Since residual gas ions

are also extracted from the lens the experimental evidence

of these losses is very difficult.

The transverse electron losses are a result of collisional

transport across the magnetic field lines. Depending on their

kinetic energy lost electrons can produce X-ray radiation and

are detected by a γ-spectrometer. Figure 6 shows the mea-

sured gamma count rate as a function of the anode potential

ΦA (for Bz=11.9 mT, p=1.7·10−5 Pa) and the magnetic field

on axis Bz (for ΦA=22 kV, p=5.1·10−5 Pa). The detected

intensity Ix was divided by the ion current I and the residual

gas pressure p to minimize the influence of a variation in the

plasma state during the measurement.

The loss rate represented by the X-ray intensity increases

exponentially as a function of the anode potential while it

decreases for stronger magnetic confining fields.

Influence on Secondary Electron Production on

Plasma State

Another indirect evidence for the influence of produced

secondary electrons on the plasma state is shown in Fig. 7.

The residual gas ion current is measured by a Faraday cup

(FDC) including a repeller electrode which is used to keep

produced secondary electrons inside the detector.

It is assumed that these electrons are confined in the po-

tential of the extracted residual gas ions and retroact on the

electron column. By increasing the negative potential of

the repeller electrodes the emission intensity decreases as a

result of less electrons interacting with the residual gas.
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Figure 6: Example of measured X-ray emission spectrum

(top), x-ray emission as a function of the anode potential ΦA

(bottom, left) and the magnetic field Bz (bottom, right) [4].

Figure 7: Measured intensity profile in the wavelength region

from 360 to 600 nm as a function of the repeller potential

for lens parameters of ΦA=5.4 kV and Bz=8.72 mT [5].

DISCUSSION AND OUTLOOK

In this contribution assumed production and loss mech-

anisms are discussed and first measurements of electron

production and losses within the volume of a Gabor lens are

presented.

The results of beam transport as well as diagnostic exper-

iments indicate a strong influence of the secondary electron

production on the nonneutral plasma state. Yet, a measure-

ment of the different contributions is difficult to realize and

an experimental evidence is still needed.

Another possible explanation for the observed change in

the focusing strength discussed in the first paragraph is the

reduction of the electron loss channels due to the positive

beam potential. As presented in Fig. 8 the superposition of

the beam, the space charge and the anode potential creates a

barrier for electrons that are able to escape in longitudinal

direction.

Beside reliable non-invasive diagnostic techniques an ex-

tensive numerical model is needed to understand the in-

fluence of the previously discussed effects on the electron

Figure 8: Superposition of the anode potential, the space

charge potential of the electron cloud and the uncompen-

sated beam potential for an 3.1 keV/u, 35 mA Ar+-beam in

longitudinal direction.

confinement and on the transport of high intensity ion beams

using Gabor lenses.

The 3D Particle-in-Cell Code bender has been developed

to improve the understanding of the dynamics of the com-

pensation and the resultant steady state by implementing

ionization of residual gas as well as secondary electron pro-

duction on surfaces [6]. First simulations using bender were

performed to study the electron cloud build-up inside the

Gabor lens and are shown in Fig. 9.

Figure 9: State of the nonneutral plasma after 140 µs for

ΦA=9.8 kV, Bz=10.8 mT and p=1·10−3 Pa (Ar) [3].

In future work the interaction of the ion beam with the con-

fined electron cloud with respect to the production and loss

processes will be studied numerically and experimentally in

more detail.
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Abstract

Although there are several publicly available algorithms

to model the behavior of natural systems such as the N-

body system, limited computing power hinders the attempt

to simulate them efficiently. With the improvement of high

performance computing, scientists will be able to run simu-

lations at an unprecedented scale in the future. Therefore, it

is necessary to develop new algorithms and data structures

to harness the power of high performance computing. In this

paper we show a newly developed code, particles’ high order

adaptive dynamics (PHAD), to serve future computing de-

mands. We use Fast Multipole Method (FMM) to calculate

the interactions among charged particles. We use the Strang

splitting technique to reduce the number of FMM calls and

enhance the efficiency. Picard iterations-based novel integra-

tors are employed to achieve very high accuracies. Electron

cooling in the proposed Electron Ion Collider (EIC) has been

identified as a potential testing environment for PHAD.

INTRODUCTION

Computer simulations are heavily used in designing par-

ticle accelerators and the efficiency and accuracy of them

can be improved with ever changing computational power.

Clearly, this demands dramatic improvements on existing

code for beam dynamics. In this paper we present a new code

developed using novel ideas to significantly divert the exist-

ing trend and electron cooling will be one of the potential

candidates of its application.

The densely packed particles in a beam, which can be

considered as our N-body system, experience two types of

forces, long range and short range. The long-range forces are

the Coulomb forces and the short-range forces are Coulomb

collisions. Also, the motion of the particles in the beam

should be taken into consideration for precise modeling and

simulation of the beam. Therefore, our code enables to

calculate Coulomb interactions and study the changes in the

particle configuration with time.

ALGORITHM

In an N-body system each object continuously interacts

with every other object in the system. The direct computa-

tion or pairwise calculation of such interactions gives the

exact results and needs a computational complexity in the

order of N2. For very large N, this method quickly becomes

untenable. Using some approximate methods, such as the

basis function methods, particle-mesh methods, and hierar-

chical subdivision methods, can circumvent this drawback.

The challenge is to mitigate the approximation artifacts. The

hierarchical (or recursive) subdivision method has three dis-

tinct flavors: tree, cluster and fast multipole method and the

algorithm used to develop our code belongs to the hierar-

chical fast multipole method (FMM). In FMM particles are

confined to spatially bound cells and the interaction between

cells are computed. Therefore, the force experienced by any

particle inside a cell can be approximated to the addition of

Taylor expansions calculated from the multipole expansion

of the far away cells. Also, FMM can calculate interactions

among N- bodies while retaining accuracy because its com-

putational time typically grows linearly with the number of

bodies.

Again, FMM has different versions and they vary with

the dimensionality and the type of particle distribution. The

code described in this paper uses the 3D adaptive FMM; it is

well suited for any arbitrary distribution [1, 2]. Even though

FMM is considered as an approximation to get the solution

of the Poisson equation, its accuracy can be set a priori and

can be tuned to get even more accurate results than the direct

summation method.

In order to study the beam propagation as time progresses,

we need to split the total time into smaller steps and exam-

ine the beam dynamics after each small time step. A fixed

time step size is not a good choice to study the behavior

of the beam. For example, to study the close encounters

of particles the step size should be adjustable. Hence, we

used a variable order Picard iteration-based integrator. It is

an integrator with dense output and flexible for automatic

adjustment of the optimal order and time step to achieve a

prescribed accuracy with a minimum computational cost.

The implementation of the automatic step size and order

selection is not yet completed. Therefore, our code is tested

only for the variable order with the fixed time step size [3,4].

To further enhance the computational throughput, we use

Strang splitting [5]. Strang splitting is a second order accu-

rate operator splitting method. This method splits a com-

plicated problem into a few simpler parts and solves them

separately and composes all solutions to get the final solu-

tion of the problem. Two types of forces—strong forces that

change rapidly and smooth forces that vary slowly, act upon

each particle in a beam. When the particles get closer they

experience a very strong force and undergo rapid changes.

This type of behavior occurs in the nearby region or the

neighborhood of an evaluation point. Therefore, small time

steps are needed to model the strong forces and it is possible

each particle in the close encounter to have its own time

step size. The influence caused by the far away particles

can be considered as the mean force exerted by them and

EL CODE WITH HIGH-ORDER ADAPTIV E DYNAMICSV
TO SOL E THE N-V ODY PROB BLEM
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it varies slowly. In this simulation we work on three time

scales. The first time scale is the total time, or the entire

simulation time. The second scale is created by dividing

the first to equal step sizes and used to study the motion of

particles due to slowly varying forces. The third scale is the

subdivision of the second and as explained above it can vary

from particle to particle. Since the FMM is the most time

consuming process we need to minimize number of FMM

calls. This led us to call FMM only in the second time scale,

i.e. in the case of slowly varying forces.

There are two types of frames involved in this problem:

the lab frame and the beam frame. In fact, under the influence

of self-fields the motion of the particles in the beam frame

is nonrelativistic and therefore the forces are electrostatic.

The external electric and magnetic fields are given in the

lab frame. Since the Lorentz force due to the external fields

and the self-fields determine the beam dynamics, we need

to consider the collective effects of the fields. There are two

choices: calculate the forces due to self-fields and convert

them into the lab frame or calculate the forces due to the

external fields and convert them to the beam frame. As the

intention is to study the particles’ behavior in the lab frame,

the straightforward approach is to transform the fields from

the beam frame to the lab frame, and solve the equations of

the motion in the lab frame.

The immediate testing environment of this code is the

electron cooling section in the proposed Electron Ion Col-

lider (EIC). Therefore, our code should work for the design

parameters suggested in the Electron Ion Collider acceler-

ator design [6]. The cooling device will be installed in the

pre-booster ring and the collider ring of the EIC and each

part of the collider carries ions with distinct energy ranges.

The kinetic energy of the ions injected into the pre-booster

ring is about 280 MeV and they are accelerated to 3 GeV,

while the kinetic energy of ions during the collision in the

collider ring varies from 60 to 100 GeV. The lowest gamma

value in the pre-booster is about 1.3. In the collider ring the

corresponding gamma values vary from 60 to 107.

PERFORMANCE ANALYSIS

In a previous paper [7], using the same particle distribu-

tion for both source points and target points, we have shown

that the results produced from PHAD and N-body (SA) codes

are in good agreement. We obtained those results for the

case where points are normally distributed and they move

with nonrelativistic speeds. Hence, the initial momenta, px,

py, pz, are all near-zero. In this paper we introduce relativis-

tic corrections to both our codes, PHAD and SA. For details

on these codes, please see [7]. The relativistic gamma value

is reflected in the initial momentum in the z direction, pz, by

assigning the corresponding momentum value to pz while

px and py are still near-zero.

As indicated in the introduction, we have identified that

the lowest gamma value is 1.3 and the highest is 100. We

tested our code for three specific gamma values, 1.3, 60

and 1000. Figure 1 shows the comparison of trajectories of

PHAD with those of the N-body code for gamma value 1.3

when each particle carries a unit positive charge and a unit

mass. The total time is 0.05 with time step size of 0.001.

N-body, delt=0.001, Total time=0.05, γ=1.3

0.00

0.02

0.04

Z

-0.0002 0.0000 0.0002

X

-0.0002

0.0000
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Y

(a)

PHAD, delt=0.001, Total time=0.05, γ=1.3

0.00

0.01
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0.03

Z

-0.0002 0.0000 0.0002

X

-0.0002

0.0000

0.0002

Y

(b)

Figure 1: Trajectories of N-body and PHAD for the particles

with unit mass and γ=1.3.

Figure 2 shows the comparison of trajectories of PHAD

with those of N-body code for gamma value of 1.3 when each

particle carries a unit positive charge and different masses

ranging from 2 to 99. The total time is 0.05 with time step

size of 0.001.

N-body, delt=0.001, Total time=0.05, γ=1.3
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(a)

PHAD, delt=0.001, Total time=0.05, γ=1.3
0.000
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(b)

Figure 2: Trajectories of N-body and PHAD for the particles

with different masses and γ=1.3.

Table 1: Spread in x, y, z after 50 Time Steps of Size 100

γ Spread in x Spread in y Spread in z

1.3 1.07 × 10−2 1.07 × 10−2 3194.85

1000 6.69 × 10−4 5.67 × 10−4 5000.00

After a single time step of 100 the coordinates of points

(y vs x and z vs x) with relativistic gamma values 1.3 and

1000 are shown in Figures 3 and 4, respectively. Each point

carries a unit charge and a unit mass. We choose γ=1000

due to the fact that in the ultra-relativistic limit the space

charge effect vanishes, so it is a straightforward sanity check

of our codes. After 50 time steps of step size 100, the spread

in x, y, and z are shown in Table 1. The particles with the

high gamma value of 1000 are displaced more along the z
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Figure 3: γ=1.3
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Figure 4: γ=1000

direction than those with low gamma value of 1.3. This is

can be attributed to the fact that our initial configuration has

a low/high momentum corresponding to a low/high gamma

value. As expected, the space charge effect diminishes at

higher energies (or higher gamma), and when γ=1000 points

get closer to each other compared to those for γ=1.3. The

values in Table 1 shows that both x and y spread become

smaller for γ=1000.

We are still investigating if the discrepancies observed in

the transverse momentum figure (Figure 5) are within the ex-

pected numerical errors or a still uncovered coding bug. The

data structuring part of the code is implemented in C++. Pi-

card iteration based integrator and calculations of Coulomb

interactions are implemented in COSY INFINITY [8].

SUMMARY

In order to achieve highly accurate results efficiently we

have to exploit the high processing power of computers

through new approaches of modelling and simulations of

N-body systems. In this paper we presented a new code

developed to model and simulate a particle beam efficiently

while maintaining high accuracy. Three key measures are
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Figure 5: Transverse momenta (px and py) for γ=1.3

taken to ameliorate the challenges: Fast multipole method

to calculate Coulomb interactions, Picard Integrator with

dense output to study close encounters with small time steps,

Strang splitting to improve speed up reducing the number

of FMM calls.

The approximation errors due to FMM and the estimation

errors due to Strang splitting are unavoidable. We showed
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that PHAD and SA give similar results and they indicate

that influence of the errors incurred is negligible. The drawn

conclusions can be extended for any arbitrary distributions,

any charge and mass magnitudes and for relativistic or non-

relativistic particle motions.
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RESONANCE STRUCTURES IN THE IMPEDANCE OF A CERAMIC
BREAK AND THE MEASURED RESULTS

Y. Shobuda, T. Toyama, J-PARC Center, JAEA/KEK, Ibaraki, Japan
Y.H. Chin, K. Takata, KEK, Ibaraki, Japan

Abstract
Recently, we have developed a new theory to evaluate

longitudinal and transverse impedances of any size of ce-
ramic break sandwiched between metal chambers. The the-
ory successfully reproduces the resonance structures in the
impedance due to trapped modes inside the ceramic break.
The comparisons between the theoretical and the simulation
results such as ABCI and CST Studio show excellent agree-
ments, indicating that they can be used as a good benchmark
test for accuracy of simulation codes. To demonstrate the ex-
istence of such resonances, the transverse impedance of the
ceramic break is measured using the wire-method. The mea-
surement results reproduce the simulations well. The theory
is particularly useful for the evaluation of the impedance of
the ceramic break with titanium nitride coating.

INTRODUCTION
A short ceramic ring sandwiched by metal chambers is

called a ceramic break. Such ceramic breaks are often in-
serted between the chambers near bending magnets in proton
synchrotrons. Their purpose is to mitigate the eddy current
effects over the chambers excited by the outside time-varying
magnetic fields, and the induced magnetic turbulence is con-
fined in the chamber between the ceramic breaks [1].

On the other hand, capacitors are typically attached on the
outer surface of the ceramic breaks as RF shields to prevent
the radiation fields to propagate out of the ceramic breaks.
The radiated fields may cause malfunctioning of devices
along the accelerators.

In the J-PARC main ring (MR), two ceramic breaks have
been additionally installed since 2011. At first, they forgot to
attach RF shields around them. When the beam with parti-
cles more than 3.75×1013 was shot intoMR, they discovered
that the power source of the quadrupole magnets were sud-
denly tripped, and the noise level in the adjacent monitors
were increased intolerably high. The problems were put
under control by attaching RF shields around the ceramic
breaks. This accident reminded them the importance of the
RF shields to the ceramic breaks.
In the rapid cycling synchrotron (RCS) in J-PARC, ti-

tanium nitride (TiN) is coated on the inner surface of the
ceramic chambers, to suppress the secondary emission of
electrons, caused by the collisions between a part of a proton
beam and the chamber surface. The TiN coating is supposed
to prevent the build-up of the electron cloud from destabiliz-
ing the beams [2, 3].
These ceramic breaks become also sources of the beam

impedance [4, 5]. The precise estimation of impedance is
an important step toward realization of high intensity beams

in proton synchrotrons [6]. Recently, a new theory is devel-
oped to understand the characteristic of the ceramic break
impedance [7], which enables us to get an insight about the
resonance structure cased by the trapped mode inside the
ceramic.
Next, let us show an example of the resonance in the

ceramic break.

IMPEDANCES OF CERAMIC BREAK
AND THEIR RESONANCE STRUCTURES
Let us assume that the ceramic has the dielectric constant

ε ′. The inner and the outer radii and the length of the ce-
ramic are a, a2 and g, respectively. Applying the formulae
(7) and (18) in the reference [7], we obtain the theoretical
impedance. The longitudinal and the transverse impedances
are shown in Figs. 1 and 2, respectively. For the longitu-
dinal impedance, the real and the imaginary parts of the
impedance are shown in the left and the right figures, respec-
tively. For the transverse impedance, the real and imaginary
parts of impedances are shown in the same figure by the
solid and the dot lines, respectively.
The large resonance at low frequency in the transverse

impedance is approximately given by

f ∼
c

2πa

√√
a2 + 1.5(a2

2 − a2)

a2 + 1.5ε ′(a2
2 − a2)

, (1)

which essentially shows the resonance around the circum-
ference (2πa) of the ceramic break [8]. The frequency is
lowered compared to that for the vacuum gap (ε ′ = 1) case
due to the wavelength contraction effects of the ceramic.

Resonances just above 

the cut-off frequencies

Resonances just below 

the cut-off frequencies

Figure 1: Longitudinal impedances of the ceramic break
(a = 65mm, a2 = 70mm, g = 10mm and ε ′ = 11) calcu-
lated by the theory (red), the simulation codes ABCI (black)
and CST Studio (blue).

All the calculation results (the theory, ABCI [9] and
CST [10]) reproduce the same resonance structures and show
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Resonances just above 

the cut-off frequencies

Resonances just below 

the cut-off frequencies

Figure 2: Transverse impedances of the ceramic break (a =
65mm, a2 = 70mm, g = 10mm and ε ′ = 11) calculated by
the theory (red), the simulation codes ABCI (black) and CST
Studio (blue). The left and the right figures show the results
up to 1GHz frequency, and those up to 12GHz, respectively.

good agreements between them, in particular, between the
theory and ABCI. The comparison between theory and differ-
ent simulation codes can indeed provide a good benchmark
for accuracy test of the codes.
Next, let us discuss the resonance structure appeared in

the impedance of the ceramic breaks.

Cavity-mode Resonance
One type of resonances is characterized by the cut-off

frequencies. In other words, they behave like cavity-mode
resonances. The cut-off frequencies are given by

fc,L =
j0,kc
2πa

, (2)

fc,T =
j1,kc
2πa

, (3)

for the longitudinal and the transverse impedances, respec-
tively, where jn,k are the k-th zeros of the Bessel func-
tion Jn (z) [11]. This type of resonances appear in the
impedances of the vacuum gap, as well [8].
As shown in Figs. 1 and 2, two types exist in the res-

onances around the cut-off frequencies. In one case, the
resonance appears just above the cut-off frequency. In the
other case, the resonance appears just below the cut-off fre-
quency [12].
The physical reason for the first case (resonances just

above the cut-off frequencies) is as follows. The difference
of the dielectric constants between the ceramic and the vac-
uum introduces the reflection of waves at the boundaries.
This reflection of electromagnetic fields at the lower and the
upper boundaries of the ceramic creates trapped mode inside.
These trapped modes can leak out of the ceramic either to
the outside or the inside of the chamber. Below the cut-off
frequencies, they couple with unpropagating modes inside
the chamber, and the interaction between the beam and these
unpropagating modes takes place only in a limited space
around the ceramic location. Above the cut-off frequencies,
however, the trapped modes couple with propagating modes
inside the chamber and the interaction between the beam and

the propagating modes is extended for much longer distance,
and as a result, the impedance is enhanced.
The second case (resonances just below the cut-off fre-

quencies) is excited by another mechanism. The impedance
of the ceramic break is approximately obtained by adding
the impedances (the impedance of the gap and that of the
capacitor made by the ceramic) in parallel. For a thick gap,
the admittance of the ceramic break is capacitive at low and
high frequency. However, there is a frequency region be-
tween them where the admittance is switched to inductive.
On the other hand, the gap itself works as a capacitor below
the cut-off frequencies, since the electromagnetic fields can
be stored inside without propagating away through the beam
chamber. As a result, the coupling between the inductance
of the ceramic and the capacitance of the gap creates res-
onances below the cut-off frequencies in the intermediate
frequency region.

Coaxial-mode Resonance
There is another type of resonances in the ceramic break.

This behaves like the coaxial-like mode whose fields are
mainly localized inside the ceramic. The resonant frequen-
cies are roughly estimated by the conditions given by

∂(Y ′0 ( µ̃ma)J0( µ̃ma2) − J ′0( µ̃ma)Y0( µ̃ma2))
∂ f

= 0, (4)

∂(Y ′1 ( µ̃ma)J1( µ̃ma2) − J ′1( µ̃ma)Y1( µ̃ma2))
∂ f

= 0, (5)

for the longitudinal and the transverse impedances, respec-
tively, where

µ̃m =

√
4π2ε ′ f 2

c2
−

m2π2

g2
, (6)

Yn (z) is the Neumann function [11], and the prime in the
Neumann and the Bessel functions denotes the differential
with their argument z. The positive integer m is longitudi-
nal (coaxial)-mode number, and describes the number of
half-wavelengths in the ceramic. The m = 1 order coaxial
mode resonance is identified in Figs.1 and 2 in the shown
frequency scope. The resonant frequencies are estimated as
about 9.28GHz both for the longitudinal and the transverse
impedances.

At the coaxial-mode resonant frequency, the electric fields
are almost parallel to the longitudinal direction at ρ = a and
ρ = a2. In other words, the fields behave like antenna
both on the inner and outer surface of the ceramic, and the
fields can propagate away both inside and outside of the
chamber. Consequently, the impedance has sharp peaks at
the frequencies.

MEASUREMENT RESULTS
Let us experimentally study the existence of such reso-

nance structures, especially in the transverse impedance of
the ceramic break. A straightforward way to measure the
transverse impedance is to use stretching twin wires inside
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Waveguide ports

inductors

ceramic

Figure 3: A schematic picture of the measurement setup.
The orange in the left figure is the ceramic, which is replaced
by the aluminum ring when Sre f

21 is measured.

the chambers and to observe the transmission coefficients for
the differential mode. However, this method has an accuracy
problem, since it is critical to enhance the ratio of the signal
to the noise for precise measurements.
In this regard, we decided to take another method as a

first step. We measure the longitudinal impedance by us-
ing a single wire, then, evaluate the transverse impedance
by changing the wire position from −30mm to +30mm
by 5mm step in the horizontal direction. The transverse
impedance is provided by detecting the second order coef-
ficient for the wire position in the longitudinal impedance
and by dividing it by the wavelength k [13].
A schematic picture of the setup is shown in the left fig-

ure of Fig. 3. The longitudinal impedance is measured by
stretching the wire with the radius 80 µm. The impedance is
calculated by using the standard log-formula [5]:

ZL (xw ) = −2Zcc log
Sceramic
21

Sre f
21

, (7)

where Zcc (' 402Ω in our case) is the characteristic
impedance for the coaxial-structure, Sceramic

21 and Sre f
21 are

the transmission coefficients for the case of the ceramic break
sandwiched by the aluminum chambers and for the case that
the ceramic break is replaced by the reference (aluminum)
ring, respectively. The transmission coefficient S21 is mea-
sured with 4-port Agilent technologies ENA Series Network
Analyzer E5071C [14] by connecting the ports of the an-
alyzer to the ends of the aluminum chamber through two
coaxial cables. In order to assure the matching condition be-
tween the characteristic impedance Zcc and the impedance
of the cable 50Ω, 352Ω resistors are connected at both the
ends of the wire. The calibration is done by 2-port electric
calibration module 85092,b.
A significant concern related to the measurement of the

impedance of the ceramic break is intrinsic to that using
Network Analyzer. The ceramic break has no electric path
over the ceramic for DC current. The image current may
find a different path from the one inside the ceramic gap for
lower frequency, if the path provides a smaller impedance.
It may be the internal of the Network Analyzer.

In order to cope with the effect, let us consider the model
in the right figure of Fig. 3. To simulate the impedance
concerning the image currents, four artificial inductors are

symmetrically connected between two waveguide ports, de-
scribing the signals from the Network Analyzer. In reality,
when one terminal at the chamber is connected to one port
at the Network Analyzer with 1 m long coaxial cable and
the other terminal is done to the other port in the same way,
the inductance due to the circuit composed of two cables
and the Network Analyzer may be roughly estimated as a
few µH.

Now, let us investigate the inductance dependence of the
longitudinal impedance by the simulation with CST Stu-
dio [10]. The left figure of Fig. 4 shows the result for xw = 0
with 0.9 µH inductors (red) and that with 2 µH inductors
(black). The right figure of Fig. 4 shows the simulation result
of the transverse impedance evaluated by the position depen-
dence of the longitudinal impedance with the inductances
(For reference, the result without the inductors is shown by
the blue lines). Those results indicate that the longitudi-
nal impedance can be reliably measured for the frequency
higher than 0.3GHz, which means that the resonance peak
can be clearly identified in the transverse impedance. In
other words, the amount of the peak value does not depend
on the inductances under consideration.

µ

µ

µ

µ

Ω

 

 

 

 Eq.(1)

Figure 4: The inductance dependence of the simulated longi-
tudinal impedance (left) and the corresponding result for the
transverse impedance (right) evaluated by the longitudinal
impedances with the several wire positions.

Eq.(1) Eq.(1)

Figure 5: The simulation results by using a charged particle
(left) and the wire-measurement results of the transverse
impedance (right).

The right figure of Fig. 5 shows the measurement result.
As expected, the measurement results at lower frequency
are not reliable. Nevertheless, the resonance peak predicted
by Eq.(1) can be identified. Moreover, the resonance peak
around 0.8GHz can be seen in the result. Such small peak

MOPAB23 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

76C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Rings



is visible also in the simulation result shown in the right
figure of Fig. 4. But, notice that the peak does not appear in
the original transverse impedance shown in the left figure of
Fig. 2. In the simulation results, the transverse impedance
is calculated according to its definition. Namely, it was
done by integrating the transverse wake field excited by the
horizontally shifted source particle (not the wire) along the
center of the chamber, and by dividing it by the amount of
the value of the horizontal position of the particle.

However, the longitudinal impedance measured by the
shifted wire is equivalent to the impedance evaluated by in-
tegrating the longitudinal electric field along the same path
as that on the shifted source particle, because the position
of the witness particle and that of the source particle can-
not be distinguished in this measurement setup. In order
to demonstrate the speculation, let us calculate the longi-
tudinal impedances by using a charged particle with and
without the horizontal shift, where the integration path of
the longitudinal electric field is identical to the path of the
source particles. After that, let us evaluate the transverse
impedance by detecting the position dependence of the longi-
tudinal impedances. The red and blue lines in the left figure
of Fig. 5 show the real and the imaginary parts of the re-
sults, respectively. For reference, the real and the imaginary
parts of the transverse impedance based on the definition
are shown by the black and green lines, respectively. While
the resonance given by Eq. (1) is identical for both the cases,
the small resonance peak around 0.8GHz is missing in the
black and green lines. From this excise, we can conclude
that the peak around 0.8GHz in the right figure of Fig. 5
is artificially created by intrinsic errors associated with the
evaluation scheme of the transverse impedance by using the
longitudinal impedance.

The measured result (the right figure of Fig. 5) is reli-
able, because it well-reproduces both the simulation results
in the right figure of Fig4 and in the left figure of Fig. 5,
including the artificial resonance peak around 0.8GHz. It
demonstrates the large resonance peak (shown by Eq. (1))
in the transverse impedance.

On the other hand, a disadvantage of the scheme using the
shifted single wire is to produce the artificial resonances in
the results. Consequently, a special care should be taken to
compare the measurement result with the theoretical trans-
verse impedance.

As shown in the left figure of Fig. 6, the ceramic break of
MR is routinely covered by 12 capacitors. The impedance
of one capacitor is measured, and it behaves like an inductor
(∼ 34.5 nH) at high frequency. The transverse impedance
is simulation by CST, by assuming that 12 inductors cover
the ceramic break. The result is shown in the right figure of
Fig. 6. The 16 kΩ/m peak at 0.4GHz in Fig. 2 is reduced to
the 4.5 kΩ/m peak at 0.7GHz in Fig. 6 at MR.

Capacitors

Ω

Figure 6: The ceramic break covered over 12 capacitors
(left) and the simulation results of the transverse impedance
by CST Studio (right).

IMPEDANCES OF A CERAMIC BREAK
COATED WITH TiN

Finally, we theoretically analyze the impedances of a
ceramic break, where the inner surface of the ceramic is
coated with resistive material (TiN) with the conductivity
σT iN (= 5.88 × 106S/m) and the thickness t. Numerical
simulations are not suitable for the calculation of this kind
of impedance, because extremely small mesh sizes are nec-
essary (smaller than the thin TiN coating). In reality, typical
coating size of TiN is a few ten nm in the ceramic break.

resonance

Figure 7: The thickness dependence of the longitudinal
impedances of the ceramic break (ε ′ = 11) with the TiN
coating (left) and that of the resistive insert without the
ceramic (ε ′ = 1, right) for the size of a = 65mm, a2 =
70mm and g = 10mm.

resonance

Figure 8: The thickness dependence of the transverse
impedances of the ceramic break (ε ′ = 11) with the TiN
coating (left) and that of the resistive insert without the ce-
ramic (ε ′ = 1, right) for the size of a = 65mm, a2 = 70mm
and g = 10mm.
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Here, let us investigate the characteristic of the impedance
with the thin TiN coating. Figures 7 and 8 show the lon-
gitudinal and the transverse impedances, respectively. The
thickness dependence of the impedances is shown both for
the ceramic break (ε ′ = 11) with the TiN coating and the cor-
responding thin resistive insert without the ceramic (ε ′ = 1)
for the same size of gap. With the help of the discussion of
the previous study [15], let us categorize the impedances of
the ceramic break with the TiN coating for various TiN thick-
ness. The frequency parameter fδ (the frequency at which
the skin depth is equal to the TiN thickness) is introduced as

fδ ≡
c

πZ0σc t2
, (8)

and the thickness parameter tmin is as

tmin ≡ (
4g

π2Z3
0σ

3
c

)
1
4 , (9)

which is typically of the order of a few ten nm in the short
ceramic break.

In all the cases, the TiN coating is sufficiently thin so that
its thickness is less than the skin depth within the frequency
frame of the figures ( f < 10GHz) except the t = 10 µm
case where the skin depth starts to fall short of the TiN
thickness above fδ (∼ 1GHz). When the TiN coating is thick
enough (t > tmin), but less than the skin depth, the entire
image current runs on the TiN coating, and the impedance
becomes proportional to 1/t. Since the TiN coating almost
perfectly shields the electromagnetic fields inside the beam
chamber from leaking out to the ceramic, the appearance of
resonances inside the ceramic is greatly suppressed. When
the TiN coating is much thinner than tmin (e.g. t < 1 nm),
the electromagnetic fields starts to leak out through the TiN
coating, and the existence of the ceramic and their resonance
structures start to form the impedance (the left figures in
Figs. 7 and 8).

SUMMARY
The theoretical and numerical simulation results calcu-

lated by ABCI and CST Studio are compared. They are all in
good agreement for the ceramic break without the TiN coat-
ing. Particularly, the agreements between the theoretical and
ABCI′s results are excellent, while CST Studio tends to pro-
vide higher impedances, notably at resonance frequencies,
than the others.

The impedance of the ceramic break has resonance struc-
tures, because the difference of the dielectric constants be-
tween ceramic and the vacuum introduces the reflection

of waves at their boundaries, and this reflection of electro-
magnetic fields at the lower and the upper boundaries of
the ceramic creates trapped modes inside. The resonances
can be categorized into the cavity-mode resonances and the
coaxial-mode resonances.

Bench measurements have been done for the evaluation of
the transverse impedance of the ceramic break. The measure-
ment results demonstrate the existence of the large resonance
peak at low frequency (0.4GHz).
The theory can be applied to the calculation of the

impedance of a ceramic break whose inner surface is coated
with thin TiN. When the TiN coating is thick (larger than
tmin), the entire image current runs in the TiN coating, which
shields wake fields inside the chamber from reaching out
to the ceramic. In this case, the existence of ceramic has
no effect on the impedance. Consequently, the impedance
becomes higher as the TiN becomes thinner.
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IDENTIFICATION OF INTRA-BUNCH TRANSVERSE DYNAMICS FOR
FEEDBACK CONTROL PURPOSES AT CERN SUPER PROTON

SYNCHROTRON∗

O. Turgut†, C. Rivetta, and J.D. Fox, SLAC, Menlo Park, CA 94305, USA
W, Hofle, CERN, Geneva, Switzerland

S.M. Rock‡, Stanford University, Stanford, CA, USA

Abstract
A promising new approach for designing controllers to sta-

bilize intra-bunch transverse instabilities is to usemulti-input
multi-output (MIMO) feedback design techniques. However,
these techniques require a reduced model and estimation of
model parameters based on measurements. We present a
method to identify a linear reduced order MIMO model for
the vertical intra-bunch dynamics. The effort is motivated
by the plans to increase currents in the Super Proton Syn-
chrotron as part of the HL-LHC upgrade where feedback
control techniques could be applied to stabilize the bunch
dynamics, allowing greater freedom in the machine lattice
parameters. Identification algorithms use subspace methods
to compute a discrete linear MIMO representation of the
nonlinear bunch dynamics. Data from macro particle sim-
ulation codes (CMAD and HEADTAIL) and SPS machine
measurements are used to identify the reduced model for
the bunch dynamics. These models capture the essential
dynamics of the bunch motion or instability at a particular
operating point, and can then be used analytically to design
model-based feedback controllers. The robustness of the
model parameters against noise and external excitation sig-
nals is studied, as is the effect of the MIMO model order on
the accuracy of the identification algorithms.

INTRODUCTION
Electron clouds and machine impedance can cause intra-

bunch instabilities at the CERN Super Proton Synchrotron
(SPS). The high current operation of the SPS for LHC injec-
tion requires mitigation of these problems. Modern control
techniques can be used to stabilize the bunch. These tech-
niques are powerful tools allowing us to evaluate and under-
stand the performance and the limits of the system before-
hand. Yet, they require reduced order models of intra-bunch
dynamics to design optimal or robust controllers for wide-
band feedback systems. System identification techniques
can be used to get these required reduced order models.

Nanosecond-scale bunch stabilization is more challenging
compared to the case of rigid body dipole coupled bunch
oscillations. It requires sufficient bandwidth to sense trans-
verse motion at multiple locations along the bunch and apply
correction signals to the corresponding parts of the bunch.

∗ Work supported by the U.S. Department of Energy under contract
DE-AC02-76SF00515 and the US LHC Accelerator Research program
(LARP).
† oturgut@stanford.edu
‡ Department of Aeronautics and Astronautics

Apart from these technological constraints, modeling the
intra-bunch dynamics is also more challenging compared to
the case of modeling the beam dynamics including bunch to
bunch interactions.

The feedback system senses the vertical positions at mul-
tiple locations within the nanosecond-scale bunch. Control
filters use these measurements to calculate correction sig-
nals and apply them back onto the bunch using the kicker
as actuator. A 4 Gs/Sec. digital feedback system has been
developed to process the motion signals and generate the
correction actions [1]. Due to very the fast intrinsic time
characteristics of the system, a parallel computation con-
trol filter architecture has been developed. A very similar
method had been used for bunch by bunch feedback control
systems [2].

In this paper, we show the use of system identification tech-
niques to estimate parameters of linear models representing
single bunch dynamics. We define the form of the reduced
order model. We pose the identification problem in a least
squares form [3] for given input-output data set. After a brief
discussion of identification constraints, we show results of
identification applied to data from SPS measurements and
nonlinear macro particle simulation codes.

MODEL AND IDENTIFICATION
Reduced Order Model and Identification
Any linear dynamical system can be represented in state

space matrix form. A discrete time system sampled at every
revolution period k with p inputs and q outputs is represented
by

Xk+1 = AXk + BUk

Yk = CXk

(1)

where U ∈ Rp is the control variable (external excitation),
Y ∈ Rq is the vertical displacement measurement, A ∈
Rn×n is the system matrix, B ∈ Rn×p is the input matrix,
and C ∈ Rq×n is the output matrix. For a MIMO system,
the model order determines the complexity. In this study,
we assumed time invariant dynamics which means having
constant A, B and Cmatrices in the state space model. When
it comes to the interactions between the bunch with electron
clouds or during energy ramping operations, time variant
dynamics has to be accounted for tune shifts, changing beam
parameters, etc.

System identification techniques require exciting the sys-
tem with appropriate signals and observing the response.
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A dynamical model is estimated based on the measured
input-output data. In particular for the bunch dynamics iden-
tification, the bunch is driven by a wide-band kicker using
a persistent excitation and measuring the vertical displace-
ments along the 3.2ns bunch length. The signals used in
the identification process are input U (k), where the vector
represents the multiple momentum kicks applied to the dif-
ferent locations along the bunch and the output Y (k) are the
vertical displacements measured at those locations.

Y (z) =
[
D−1(z)N (z)

]
U (z) (2)

where [] represents the transfer function matrix (∈ Rq×p)
for a system with p inputs and q outputs. D(z) and N (z)
represent denominator and numerator of each discrete time
transfer function between input-output couples.

N (z)U (z) − D(z)Y (z) = 0 (3)

U (z) =
T∑
i=0

Ui zi , Y (z) =
T∑
i=0

Yi zi (4)

D(z) =
m∑
i=0

Di zi , N (z) =
n∑
i=0

Ni zi (5)

[
Nr | − Dr

] [U (k)
Y (k)

]
= 0 (6)

Given the input and output signals, the estimation of the
parameter matrices Nr and Dr is obtained by solving the last
linear equation. There are many different subspace based
methods to solve this linear MIMO problem. These methods
use projections or singular value decomposition (SVD) to
cast the problem into linear least squares [4]. We follow [3]
where the construction of the data matrix from input and
output signals, the solution algorithm for Equation 6 and
the relationship between the transfer function coefficients
and the observable canonical state space form are shown.
Assuming full observability of the system, we can represent
our state space in discrete time observable canonical form.
This will enable us to estimate the minimum number of
parameters [3]. However, even for linear systems there are
two well known limitations for identification. These are the
effect of noise and lack of persistent excitation.

Persistent Input and Noise Sensitivity
Input signal design and persistent excitation are critical

aspects of system identification. Given a quasi-stationary
input of u with a dimension nu and with a spectrum φu (ω),
φu (ω) > 0 should hold for at least n distinct frequencies
for u to be a persistent excitation [5]. Random noise would
be ideal to excite all the modes in the system but requires
high excitation power and bandwidth. The hardware used
in these measurements puts constraints on both power and
bandwidth. The design of an input signal for identification
under given constraints becomes an important question for
the future studies.
Noise affects the performance of the identification, and

in certain cases can make identification impossible. We
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Figure 1: Deviation of estimated natural tune and damping
of the 1st mode from the true value for different SNR values.
Red line shows min SNR to get errors less than 10%, green
line is for errors less than 5%.

can quantify its effect by adding noise at different power
levels into a known system until the identification can no
longer clearly estimate the known dynamics. We drive a
synthetic 2 × 2 coupled MIMO system using a band limited
frequency chirp signal. Random noise at different power
levels was added to the output signals. The effect of noise
is tested by running the identification algorithm on input -
output data as we increase the noise level. Parameters of the
model and the corresponding modes of the identified model
are estimated for different noise level cases. We quantify
the effect of the signal to noise ratio (SNR) by comparing
the estimated parameters of the system with the original
2 × 2 MIMO system. Figure 1 shows the impact of noise
on the estimation of system parameters. For identification
algorithm to perform well, we need a SNR >∼ 8.

APPLICATIONS
Multiples MDs have been conducted at the CERN SPS

ring to drive the bunch with different excitations (open loop)
and also test feedback controllers to stabilize the bunch
(closed loop). Those measurements were conducted us-
ing a single bunch in the machine with intensities of about
1−1.5×1011 protons at the injection energy, 26 GeV and Q26
lattice configuration [6, 7]. The driven tests with different
excitation signals have been designed such that the kicking
signal is a persistent input for the system, and the collected
data can be use to study the identification algorithms and
quantify a reduced parametric model of the beam dynam-
ics. Similarly, data obtained from macro-particle simulation
codes (CMAD-HEADTAIL) has been used to test the identi-
fication algorithms and compare the dynamic model results
with those obtained from machine measurements.

SPS Measurements
The hardware installed in the CERN SPS allows us to

drive the bunch with limited bandwidth. The kicker used for
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these tests has a maximum bandwidth of 160 MHz, limiting
the spectrum of the momentum applied to the bunch. This
limit conditions the number of modes that can be identified
in the dynamic model because the final momentum is not a
persistent input to detect high order transverse modes in the
bunch. New kicker designs, fabrication and installation in
the CERN SPS ring are in progress to be able to drive the
bunch at higher frequencies [8].

The existing limited bandwidth kicker forces us to set our
reduced model to detect low order modes corresponding
to frequencies up to the second sideband (2 f s) around the
betatron frequency ( fβ). We use both mode 0 (barycentric
shape along longitudinal axis) and mode 1 (a 200 MHz sin-
gle cycle sine wave shape) excitation signals for which the
amplitude is modulated with a frequency chirp [1]. The
chirp covers fβ ± 2 f s in ∼ 15000 turns. Time alignment
between excitation signals and bunch gives us the flexibility
to excite a specific mode more dominantly. To improve the
SNR used in the identification, the vertical motion signal
is processed using a time-varying band-pass filter whose
central frequency follows the frequency variation of the ex-
citation signal applied.

Tailoring the reduced model to the low-order modes, it is
possible to use 4 coupled 2nd order differential equations
to capture the low-order dynamics of the bunch (mode 0 -
barycentric motion and mode ±1 - head-tail motion). The
input-output relationship (momentum kick to vertical dis-
placement) of the bunch is defined by a 4 ×4 MIMO system
with p = 4, q = 4 and n = 8. This MIMO model sets
the input and output vectors dimension (equation 1) to 4
for each sampling instance k. The measurement set-up ac-
quires either 16 or 32 samples across the bunch at each
sampling time k for the momentum kick and the vertical
displacement signals. To do identification with the corre-
sponding MIMO model, each sample in vectors Uk and Yk
(∈ R4×1) is calculated averaging either 4 or 8 consecutive
non overlapping samples of the 16 or 32 samples long origi-
nal data (e.g U (1, k),Y (1, k) is the average of samples 1-4,
U (2, k),Y (2, k), the average of samples 5-8 . . . etc).

Using these input-output signals, the identification algo-
rithm is evaluated and some results are analyzed. Figure 2
shows the time evolution of the 4 components of the vertical
displacement vector Yk for about 10000 turns. Measured
data is represented by the blue trace and the response of the
identified model is the red trace. It is important to notice that
the reduced order model is linear time invariant and cannot
capture external perturbations or parameter variations in the
bunch. Still, the envelope of the amplitude of the intra-bunch
vertical motion is captured in the time domain. The plots on
the right show measurements and the response of the model
in frequency domain for the same samples.
Figure 3 shows another data with strong excitation of

both mode 0 and 1st sideband (mode 1). We also see some
motion around 2nd and 3rd sideband. On the left, we see
the RMS spectrogram of the driven measurement with clear
mode 0, mode 1, mode 2 and mode 3 excitation around
turns ∼ 7000, ∼ 11500, ∼ 15500 and and ∼ 15500. On

the right side, we show the RMS spectrogram of bunch’s
vertical motion predicted by reduced model. It is important
to notice from the measured data (Fig. 3 - left) the effect of
nonlinearities either in the driving system or in the bunch.
The spectrogram analysis of the measured signal shows that
the 2nd ( fβ + 2 f s = 0.189) and 3rd sidebands are excited
before the chirp excitation drives the bunch motion at that
particular frequency. As expected, our linear model is able
to capture dominant characteristics and linear dynamics such
as motions at mode 0, mode 1 and mode 2 tunes, but not the
effect attributed to the non-linearity in the system.

Nonlinear Simulations
Similar techniques were applied to data obtained by non-

linear macro particle simulation codes such as HEADTAIL
and CMAD. These tools are especially very useful and help-
ful because they are accessible to study beam dynamics with-
out beam time in the machine. As soon as simulations are
benchmarked with machine measurements, the intra-bunch
dynamics can also be identified using data from these simu-
lations. As opposed to machine conditions and experiments,
simulations have control over noise, disturbances, etc. This
gives more flexibility and control to check the performance
of the identification algorithm.
In the simulation, the bunch is represented by 64 slices.

The bunch is excited by a chirp signal similar to the one used
in the experimental tests at CERN SPS. The shape (along
longitudinal axis) of the excitation signal is a 200 MHz sine
wave (single cycle in a 5ns RF bucket) for a given turn and
the amplitude of this head-tail shaped signal is modulated
by a frequency sweep. The sweep covers from the 2nd lower
sideband to 2nd upper sideband where betatron tune is 0.18
and synchrotron separation is 0.017 as given in Q-20 optics.
Figure 4 shows on the left side the vertical displacement

data across the bunch for 1000 turns. Due to the shape of
excitation signal across the bunch in this specific case, most
of the excitation energy is coupled to ±1 lateral bands and
we see very small amount of barycentric oscillations due to
residual kick. With appropriate excitation signals we can
study many multi-modal dynamics with the help of these
simulations.
Figure 4 shows on the right side the response of the re-

duced order model to the same excitation in time domain.
The relative error, which is calculated based on themaximum
deviation of the model’s response from the original simula-
tion data, is less than ∼ 10%. The reduced order model can
capture the dominant dynamics of the bunch successfully.
Similarly, results can also be seen in frequency domain as
show in Fig. 5 where on the left we see the spectrogram of
the vertical displacement data from the simulation and on the
right we have the spectrogram of the vertical displacement
obtained by the reduced order model.
One of the important identification parameters that we

can study is the estimation of the MIMO model order. Two
different approaches could be used. In the first approach,
as briefly explained in the "SPS Measurement" section we
proposed the order of the system based on the persistent
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Figure 2: Comparison of the reduced order model responses with machine measurements in time (amplitude of vertical
motion vs turns) and frequency domain. Dominant modes are mode 0 and mode 1 (1st upper sideband ).

Figure 3: On the left we see the spectrogram of physical measurement showing chirp excitation where we excite mode 0,
mode 1, mode 2, and mode 3 excitation around turns ∼ 7000, ∼ 11500, ∼ 15500, and ∼ 17500 respectively. On the right,
we see the same excitation and analysis applied to the reduced order model capturing linear dynamics.

Figure 4: Comparison of the reduced order model response with HEADTAIL simulation data in time domain. Relative
error between these two results are less than ∼ 10%. The reduced model and HEADTAIL simulation are driven by same
excitation signal.
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Figure 5: Comparison of the reduced order model response with HEADTAIL simulation data in frequency domain.

input signal. The model order was estimated based on the
modes that the excitation signal is able to drive in the bunch
and we constrained the input-output signals to identify that
reduced model (e.g. we averaged the measured samples in
order to reduce the number of inputs and outputs to identify
a 4 × 4 MIMO system with p = 4, q = 4 and n = 8.).
With the simulation data, we used the second approach in
the analysis. All the individual samples across the bunch
were taken into account to set N × N MIMO system with N
inputs, N outputs and 2N states. Identification is performed
based on an N ×NMIMOmodel and then a model reduction
technique is applied to the result based on Henkel Singular
Value (HSVD) analysis to get a minimum order balanced
realization of the model [4]. HSVD analysis indicates that
relative contributions of the first 6 states of 128 states (N =
64 case) are noticeable higher than the contributions of the
remaining states. Therefore, we can conclude that there are
6 states - 3 modes as dominant dynamics in the system and a
reduced order model with 6 states (order of 6) is enough to
capture dominant dynamics driven by this excitation signal.

CONCLUSION AND FUTURE WORK
Model-based control design techniques for intra-bunch

instabilities require a reduced model of the intra-bunch dy-
namics. We propose reduced order models and show initial
results of the identification of those models. We identify
parameters of a reduced order model that captures mode 0,
mode 1 and mode 2 dynamics from the CERN SPS machine
measurements. The natural tunes, damping values and the
separation of modes associated with the motion seen in mea-
surements are estimated correctly using a linear model. We
also show similar results using macro particle simulation
codes data. Dominant dynamics are captured with a reduced
order model and simulation data is regenerated successfully
in time domain. Future work is aimed at estimating more
internal modes as the wideband kicker will be available early
2015. Availability of the new wideband kicker also requires
careful analysis of persistency and optimality of the new
excitation signals for the estimation of higher order internal

modes. Optimal and robust controllers will be designed us-
ing identified reduced order models. These newmodel based
control architectures will be compared with the existing par-
allelized control filter architecture in terms of performance,
processing power and complexity requirements. We plan to
evaluate new controllers using macro particle simulations
and test in the SPS with single bunch mid 2015.
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STUDY OF BEAM DYNAMICS IN LINEAR PAUL TRAPS

D.J. Kelliher, S. Machida, C.R. Prior, S.L Sheehy

STFC Rutherford Laboratory, ASTeC, UK.

Abstract

The Hamiltonian governing the dynamics in a Linear Paul

Trap (LPT) is identical in form to that of a beam in a fo-

cusing channel. This similarity, together with the LPT’s

flexibility, compactness and low cost, make it a useful tool

for the study of a wide range of accelerator physics topics.

Existing work has focused on high intensity collective ef-

fects as well as, more recently, the study of integer resonance

crossing in the low intensity regime. A natural extension

of this work is to investigate space-charge effects of intense

beams in more realistic lattices to directly inform accelerator

design and development. For this purpose we propose to

construct a modified Paul Trap specifically for these stud-

ies. Among other features, it is envisaged that this new LPT

should be able to model non-linear elements and a wider

range of lattice configurations. This work will be undertaken

in collaboration with Hiroshimi University.

INTRODUCTION

In a linear Paul Trap ions are trapped transervsely by an

oscillating RF field and axially by a static DC field. The

use of such a device to study the transverse dynamics in

a quadrupole channel was first proposed in ref. [1]. The

equivalence between the two cases includes not only the

Hamiltonian but also the Vlasov-Poisson equation [2]. It

follows that the collective processes and transverse dynamics

are identical in the two systems.

A LPT allows the study of beam dynamics in a relatively

cheap and compact device. It also allows more flexibility

in the choice of parameters (e.g. radio-activation by beam

loss does not apply). The time allocated to study accelerator

physics on production machines is normally limited - this is

not an issue in an ion trap.

A wide range of beam dynamics experiments have already

been conducted in LPTs including the study of collective

modes [3, 4], the crossing of parametric resonances [5], the

role of noise in emittance growth and halo production [6, 7],

the adiabatic compression of a bunch [7] and resonance

instability bands in doublet lattices [8].

Experiments to date have been done either on the Paul

Trap Simulator Experiment (PTSX) device at Princeton,

USA or on the Simulator of Particle Orbit Dynamics (S-

POD) series of traps at Hiroshima, Japan. It is proposed to

construct a new trap (or series of traps) at Rutherford Apple-

ton Laboratory, UK. This will be done in close collaboration

with the Hiroshima group.

While there is certainly much more that could be done

using existing traps, it is worth investigating the broader

range of experiments that might be made possible with mod-

ified designs. Here we consider a multipole trap to allow

non-linear lattices to be studied. In the next section the es-

sential formulae that inform the choice of the principal trap

parameters are given. In later sections, collective effects,

halo production, detuning and the flexibility in lattice choice

are covered.

LPT DESIGN

In the original “3D” Paul trap, the RF field is zero at just

a single point at the centre of the device thus limiting the

number of ions that can be cooled. By contrast a “linear”

quadrupole field allows a string of ions to be cooled along

the axis, hence the development of the linear Paul trap (also

called a “linear quadrupole trap”). This device can be gen-

eralised to the “linear multipole trap” (henceforth referred

to as a multipole trap) in which additional electrodes add

non-linear field components [9].

For the case of a linear quadrupole trap, we follow the

analysis in ref. [10], which starts with the envelope equation

for each transverse plane. Throughout this paper we use x

and y to refer to the two transverse coordinates and z for

the axial coordinate. In the horizontal case, assuming an

rms radius a and applying the smooth approximation, the

equation is

d2a

dτ2
+ κ2a −

ǫ2x
a3
=

Nrp

2a
(1)

where rp = q2/4πεmc2 is the classical particle radius, N is

the line density, κ is a focusing constant and τ = ct and ǫ x
is the horizontal emittance given by

ǫ x =
1

mc

√

〈

x2
〉

〈

p2
x

〉

− 〈xpx〉2 (2)

A similar equation applies in the vertical plane. The vacuum

phase advance per RF oscillation σ0 (equivalent to the phase

advance per cell in an accelerator lattice) is defined as

σ0 ≡ κc/ f =
2
√

2qgV0

π2m

(

1

f R

)2

(3)

where f is the RF frequency, R is the radius of the trap, V0 is

the amplitude of the RF waveform applied to the electodes

and g is a shape function defined in [10]. Note - the trans-

verse oscillation frequency ω0, which will be useful later, is

given by fσ0 and the transverse tune ν0 is 2πσ0. Assuming

a stationary plasma ( d
2a

dτ2 = 0) and defining the transverse

temperature T⊥ to be

kBT⊥ =

〈

p2
x

〉

m
(4)

where kB is the Boltzmann constant. One obtains

N =
2

rp







σ2
0

(

a f

c

)2

− kBT⊥

mc2







(5)
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Equation (3) can be rearranged in terms of RF frequency

f =
1

πR

√

2
√

2q

m

V0g

σ0

(6)

and by substituting a σ0 term in Eqn. (5) with Eqn. (3) yields

the following

N =
8πǫ

q2







2
√

2gα2

π2
qV0σ0 − kBT⊥







(7)

where α = a/R (0 < α < 1). By arranging the equation

for the line density in this way, it is made clear that it is

proportional to V0 for any fixed phase advance.

Table 1: PTSX and S-POD Trap Parameters

Parameter PTSX S-POD

Length (m) 2.0 0.1

Radius (m) 0.1 0.005

Max voltage (V) 235 100

RF frequency (MHz) 0.075 1.0

Plasma radius (m) ∼ 0.01 ∼ 0.001

Ion species Cs-133, Ba-137 Ar-40, Ca-40

From Eqn. 1 it can be shown that the depressed transverse

oscillation frequency ω is given by

ω2
= ω2

0 −
ω2

p

2
(8)

where ω0 is the frequency in the zero intensity limit and

ωp =

√

Nrpc2/a2 is the plasma frequency (here we as-

sumed the plasma density is uniform). The normalised tune

depression η is then given by

η ≡ ν
ν0
=

ω

ω0

(9)

In the space-charge limit ωp →
√

2ω0 and η → 0. Recall-

ing that the phase advance is given by ω/ f then Eqn. (8)

becomes

σ2
= σ2

0 −
Nrp

2

(

c

f a

)2

(10)

Using Eqn. (5), the above can be rewritten in terms of η

η =

√

1 − 1

1 + (2/Nrp )(kBT⊥/mc2)
(11)

Note, η is independent of the mass of the ion species since

rp ∝ 1/m. By cooling the plasma (using laser cooling

techniques) towards absolute zero one can achieve η ∼ 0 at

which point the plasma enters a crysalline state (Coulomb

crystal).

The main parameters to choose when designing a LPT

are the frequency and voltage to apply to the electrodes, the

trap radius and length and the choice of ion species. The

Figure 1: Top: Estimated line density and required RF fre-

quency as a function of peak voltage V0 for a stationary

plasma with the phase advance set at π/2 in Eqns. (6, 7).

The line density is shown with the temperature set to 1000 K

(solid black line) and 0 K (dash black line). The RF fre-

quency is shown for the case of Ar-40 and Ba-137 ions when

the radius R is 5 mm (red) and 10 cm (blue). The actual

RF frequency and peak voltage employed by S-POD and

PTSX are also indicated. The shape function g ≈ 0.712 and

α = 0.2 have been assumed as in ref. [10]. Bottom: Nor-

malised tune depression η obtained from Eqn. (11), making

use of the line density in upper figure, and assuming the

temperature is 1000 K. At 0 K it is trivially equal to zero.

line density (and hence η) for a particular phase advance is

given by the voltage and temperature (Eqn. (5, 11)). Once

the voltage is chosen, the product of the RF frequency and

the trap radius is a constant (Eqn. (6)).

This is illustrated in Fig 1 which shows the RF frequency

versus voltage when the trap radius is 5 mm and 10 cm, cor-

responding to the radii of S-POD and PTSX, respectively.

The principal parameters of these traps given in Table. 1.

As can be seen in the table a substantially lower RF fre-

quency is needed at the higher radius but at the expense of a

much longer trap (the required length roughly scales with

the radius to ensure end effects can be neglected). It is also

apparent that very low values of η (in accelerator terms)
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can, in principle, be obtained in both traps at typical plasma

temperatures of 1000 K.

COLLECTIVE MODES

Sacherer found that coherent resonance condition is satis-

fied when the tune of a collective mode Ωm is integer [11].

In terms of incoherent tune shift the resonance condition

becomes

ν0 − Cm∆ν ≈
n

m
(12)

where ν0 is the bare tune, ∆ν is the incoherent tune shift in-

duced by space-charge and Cm is a coherent mode coefficient

which is less than unity for every mode [12]. It was later

found [13] that resonances may also be driven at Ωm ≈ n/2
which leads to

ν0 − Cm∆ν ≈
n

2m
(13)

The above implies the existence of a space-charge driven

resonance at a quarter integer for the m = 2 mode. This

resonance (among others) has been identified in LPT experi-

ments in which both the stopband was measured [3] and the

resonance crossed [5].

Direct detection of a collective mode can be made by

measuring the signal it produces. It may not be feasible to

detect the typically small perturbation voltage induced on

the main electrodes. A separate capacitive pickup electrode

was installed in one LPT in order to measure the collective

mode signal [14]. This consisted of azimuthally segmented

ring electrodes placed inside the main confining electrodes.

The segmentation allows the discrimination of different az-

imuthal mode numbers. The radius of the electrode was

carefully selected to allow the signal to be detected while

not intercepting the plasma. Using this diagnostic the ax-

isymmetric body-wave mode and quadrupolar surface mode

were detected [14].

It is of interest to study how space-charge induced reso-

nances can be enhanced or mitigated by applying nonlinear

fields. In fact emittance growth and beam loss is often caused

by chaotic motion near non-linear resonances which can be

driven either by space-charge effects and/or non-linear ele-

ments [15]. An octupole introduces an amplitude dependent

tune spread which can damp the effect of resonances [16].

For this study a multipole trap would be required.

Instabilites arising from various self-forces of a bunch are

mainly of particular interest in cases where the space-charge

is high (e.g. in high intensity linacs). Emittance exchange

driven by the self-field of the perturbed bunch can lead to

harmful instabilities. Assuming the unperturbed bunch has

uniform density within the elliptic cross section defined by

(

x

a

)2

+

(

y

b

)2

≤ 1 (14)

we may write, assuming the smooth approximation, the tran-

verse emittance ratio ǫ x/ǫ y as follows

ǫ x
ǫ y
=

a2νx

b2νy
(15)

and the energy (temperature) anistropy τ as

τ =
ǫ xνx
ǫ yνy

(16)

for tunes νx , νy .

Dispersion relations for modes of various order are given

in terms of these dimensionless parameters in ref. [17]. It is

found that, in some cases and in certain parameter regimes,

stable modes for round isotropic beams (a/b = 1, τ = 1)

become unstable in the anisotropic case. For example, the

second order odd (tilting) mode is unstable for a sufficiently

large anisotropy.

Although ref. [17] deals with anisotropy between the hor-

izontal and vertical planes, the same results apply for the

transverse and longitudinal planes. For a particular choice

of emittance ratio, regions of instability can be found in

terms of the normalised radial depressed tune νr/νr0 ver-

sus tune ratio νz/νr . These so-called “Hofmann Stability

Charts” (Fig. 2 is an example) are widely used in the design

of high intensity linacs. Experiments performed in linacs

provide evidence of expected instabilities for certain values

of temperature anisotropy [18].

Figure 2: Example of a Hofmann Stability Chart for the

emittance ratio ǫ z/ǫ t = 1.2 where z and t refer to the longi-

tudinal and transverse planes, respectively. The vertical axis

covers the full range of depressed tunes kt/kt0 while the

horizontal axis is the tune ratio kz/kt . The contours show

low to high emittance exchange between the two planes in

increasingly dark shades of blue. The vertical dotted line

corresponds to equal temperatures in the two planes, τ = 1.

This figure is from ref. [18] provided courtesy of the authors.

The idea of studying emittance exchange in a LPT is un-

der consideration. For a stationary plasma in a linear Paul

trap, the temperature among the three degrees of freedom is

approximately uniform Tx = Ty = Tz . In order to investigate

equipartition, it is desired that a controlled level of tempera-

ture anisotropy is introduced. This can be done by cooling

along one or more degrees of freedom. Using laser cooling

directed along the z axis, the axial temperature Tz can be

substantially reduced while the transverse temperature T⊥

remains relatively unaffected.
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HALO FORMATION

Halo formation was among the first beam dynamics top-

ics to be suggested for study in ion traps [1]. In one study,

by adding noise to the quadrupole electrodes for many os-

cillations of the confining RF the growth of a non-thermal

tail of trapped ions was observed [6]. Halo formation has

also been observed in a Penning trap [19]. Evidence for

halo formation can be found by extracting the ion plasma

and measuring the charge as a function of radius using a

multi-channel or transverely moveable Faraday Cup [1, 6]

(or phosphor plate imaged by CCD camera). In modern high

intensity accelerators, beam loss may be even lower than the

1% level [20]. It follows that diagnostics used on the LPT

should have sufficient resolution to detect very small halo

populations.

In recent years, studies of halo formation have concen-

trated on the interplay of space-charge forces, non-linear

lattice elements (e.g. octupole) and synchrotron motion.

Frozen core models have been developed which allow the

particles outside the core to be treated separately from those

within. The synchrotron motion modulates the tune via

the uncorrected chromaticity, but also modulates the space-

charge force in the transverse plane and hence the depressed

betatron tune [21]. Since the synchrotron tune is much less

than the betatron tune, the effect is an adiabatic modulation

of transverse phase space [22]. Although longitudinal ef-

fects cannot be studied in a conventional LPT, the transverse

phase space could be adiabatically modulated, for example

by slowly varying the RF voltage of the quadrupole elec-

trodes (and so the tune), to emulate this process.

In order to study halo formation in detail, and see evidence

for effects such as scattering from or trapping in resonant

islands and diffusion from chaotic regions, a real-time, high-

resolution, non-destructive measurement of phase space

would be invaluable. Such a measurement is in principle

possible using the technique of laser-induced fluorescence

(LIF) [23].

RESONANCE CROSSING AND

DETUNING

One or more resonances can be crossed in a LPT and

the effect on the number of trapped ions can be measured.

As well as the space-charge induced resonances mentioned

earlier, the crossing of integer tune resonances excited by

dipole errors has also been studied [24]. The tune can be

varied in a single experiment by varying either the voltage

or frequency of the waveform applied to the confining elec-

trodes (Eqn. (3)). A dipole error is introduced by applying an

additional RF signal to one or two of the electrodes. This per-

turbation waveform should be a harmonic of the confining

RF in order to create a stopband around a single integer only.

Multiple integer resonances can be excited by perturbing

with a superposition of harmonics.

Some of the results from the integer tune crossing study

suggests the influence of high order multipoles [25]. Imper-

fections in the electrode construction and alignment results

in non-zero multipole components [10]. It would be interest-

ing to carry out a resonance crossing study in a multipole trap

to measure the effect of a controllable level of non-linearity.

If the tune is set to be exactly on an integer resonance, a

dipole kick should cause the magnitude of coherent oscil-

lations to grow without bound. Non-linearities may cause

the tune to move away from the resonance via amplitude

detuning. If the non-linearity is strong enough, or the dipole

kick low enough, the growth of the centroid amplitude of

the plasma will reach a plateau. It is predicted that in the

case of linear amplitude detuning (ν = ν0 + µI), the plateau

should scale with (F/µ)1/3 where F is the magntitude of

the dipole perturbation, I is the amplitude in µ the detuning

coeficient [26]. Detuning with amplitude could be a topic

for study in a multipole trap.

LATTICE FLEXIBILITY

Most beam dynamics studies to date have simulated

FODO lattices since it can be implemented by simply apply-

ing a sinusoidal waveform to each electrode. Doublet, triplet

and FFDD lattices have recently been created by adding

waveforms with the appropriate structure [19]. Lattices with

unequal tunes in the two transverse planes can also be re-

alised by applying different pulse widths to each pair of

electrodes. The dependence of space-charge resonances on

the lattice configuration was investigated for the doublet

case [8], a study that could be extended to other lattice con-

figurations.

It would be of interest to implement the lattices of existing

or planned accelerators for study in a LPT. A multipole trap

would greater extend the reach of ion trap experiments by

allowing non-linear elements to be included. The relative

timing of the voltage pulses applied to the electrodes for each

multipole order would allow the ordering of the “magnets”

to be chosen.

For example, the field in a scaling FFAG varies with ra-

dius r according to B = B0(r/r0)k where k is the field index

and B0, r0 are defined at some reference radius. Though this

field profile contains multipoles of every order, it can be ap-

proximated by truncating around r0 the multipole expansion

of the field profile B =
∑

n k!/(n!(k − n)!) ∗ ((r − r0)/r0)n

(as was done for the PAMELA FFAG design [27]). The

practicalities of trap design would need to be considered for

a significant number of multipoles.

DISCUSSION

The potential for beam physics studies in LPTs would be

greatly extended in traps with higher order multipoles and

by the use of a non-destructive, in-situ diagnostic such as

LIF. Pure multipole traps have already been constructed for

the purpose of reducing rf heating (and so create a greater

volume in which ions are cooled). However, as far as the

authors know, no LPT in which more than one multipole

may be individually set has yet been constructed.

A design for such a trap, with adjustable quadrupole and

octupole electrodes is presented in [10]. Inside the main
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confining quadrupole electrodes, sit four octupole electrodes

with much smaller radii. Simulations confirm that the oc-

tupole component can be specified by sending a separate

waveform to this set of electrodes. Further progress has

recently been made on multipole trap designs [28].

Several practical difficulties are envisaged - including

the screening of the potential from one set of electrodes

by another, the effect of unwanted multipoles induced by

imperfections in the electrode smoothness or alignment and

the extra electronics and feedthrough cables required to feed

∼MHz signals to many electrodes without reflections, and

with the correct phase and amplitude.
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CHARACTERISATION OF THE KURRI 150 MeV FFAG AND PLANS FOR
HIGH INTENSITY EXPERIMENTS

S. L. Sheehy∗, D. Kelliher, S. Machida, C. Rogers, C. R. Prior, ASTeC/STFC/RAL, United Kingdom
On behalf of the KURRI-FFAG collaboration

Abstract
Fixed field alternating gradient (FFAG) accelerators hold

a lot of promise for high power operation due to their high

repetition rate and strong focusing optics. However, to date

these machines have not been operated with high intensity

beams. Since November 2013 an experimental collabora-

tion has been underway to characterise the 150 MeV proton

FFAG at KURRI, Japan. Here we report on the results of

characterisation experiments and discuss plans for further

experiments in the high intensity regime.

INTRODUCTION
Fixed field Alternating Gradient (FFAG) accelerators com-

bine strong focusing optics like a synchrotron with a fixed

magnetic field like a cyclotron. Unlike a synchrotron, the

magnetic field experienced by the particles is designed to

vary with radius, rather than time. This naturally leads to

the potential to operate at high repetition rates limited only

by the available rf system, while strong focusing provides

a possibility of maintaining higher intensity beams than in

cyclotrons.

A revival in interest since the 1990s has seen a number of

FFAGs constructed, including scaling and linear non-scaling

variants. However, high bunch charge operation remains to

be demonstrated. A collaboration has been formed to use

an existing proton FFAG accelerator at Kyoto University

Research Reactor Institute (KURRI) in Japan to explore the

high intensity regime in FFAG accelerators. Work has so far

been aimed at characterising this machine in detail. Later

experiments will be aimed at demonstrating high bunch

charge operation in an FFAG accelerator and exploring the

fundamental intensity limitations of these machines.

The KURRI 150 MeV ADSR-FFAG
The 11–150 MeV ADSR-FFAG at KURRI [1] (shown in

Fig. 1) is a scaling FFAG where the main magnetic field

follows a power law with radius,

Bz (r) = B0(r/r0)k . (1)

The field index, k, is designed to be 7.6 and other param-

eters are given in Table 1.

The primary operational goal of the 150 MeV FFAG is to

undertake basic studies toward the realisation of Accelerator

Driven Systems (ADS) [2]. It is also used for irradiation

experiments for industrial use, medical applications such as

BNCT as well as radiobiology experiments.

∗ suzie.sheehy@stfc.ac.uk

Figure 1: The KURRI 150 MeV FFAG is the larger ring

shown here with the pre-2011 injector ring. Injection from

the new linac occurs in the top left of the image.

The ring consists of twelve DFD magnet triplets which

are an innovative ‘yoke-free’ design [3] which allows the

beam to be injected and extracted through the side of the

magnets.

Originally injected by a low energy proton booster ring,

in 2011 the injector was upgraded to an 11MeV H− linac to
increase the beam intensity from roughly 6 × 108 ppp to up
to 3.12 × 1012 ppp [4]. The beam is now injected using H−
charge exchange injection on a 20 μg.cm−2 carbon foil. No
bump system is used as the beam moves radially away from

the foil as it is accelerated.

At present the linac provides 10 nA average current (3.12×
109 ppp) with a bunch length of 100 μs at injection and 0.1 μs

at extraction, operating at a 20Hz repetition rate. In principle

the linac can provide up to 5 μA average current.

Table 1: Parameters of the 150 MeV FFAG

Parameter Value
r0 4.54 m

Cell structure DFD

Ncell s 12

k, field index 7.6

Injection Energy 11 MeV

Extraction Energy 100 or 150 MeV

frf 1.6-5.2 MHz

Bmax 1.6 T
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CHARACTERISATION EXPERIMENTS
Two experimental periods in early to mid-2014 were allo-

cated to characterisation of the FFAG. Here we describe a

few selected results.

Injection Matching
The H− beam follows a complex trajectory from the out-

side of the main ring magnets, through the open magnet side

and in to the stripping foil. A simulation of this trajectory

based on 3D design fieldmaps, benchmarked in ZGOUBI [5]

and an in-house code at KURRI, is shown in Fig. 2. Match-

ing of position and angle at the stripping foil is achieved

by adjusting horizontal and vertical steerers upstream. The

vertical orbit is considered matched when the amplitude of

coherent oscillations observed on the bunch monitors is min-

imised. For the purposes of characterisation experiments,

horizontal orbit matching is adjusted empirically to max-

imise the number of circulating turns of a coasting beam at

injection energy. In user operation this is optimised to give

the best extracted beam current.

Figure 2: Injection trajectory of H− beam shown as a solid

line overlaid on the design Bz field. The dashed line corre-

sponds to the circulating closed orbit and the stripping foil

is located where the two paths intersect.

Closed Orbit Distortion
One of the most challenging aspects of this FFAG is the

existence of a large closed orbit distortion (COD), consistent

with a single large perturbation at the location of the rf

cavity. The rf cavity shown in Fig. 3 is a broadband cavity

employing magnetic alloy material [6] which was thought

to be absorbing stray magnetic field from the main magnets

and thus affecting the closed orbit.

The drawback of the yoke-free magnet design is that the

magnets have been found to produce significant stray field.

Figure 3: The broadband magnetic alloy rf cavity.

The rf cavity is located in one of the straight sections and is

thought to be absorbing this stray field, breaking the symme-

try of the ring and affecting the orbits and overall dynamics

of the FFAG.

In late 2013 the rf cavity was temporarily removed to

install new corrector magnets. With the cavity physically

removed the opportunity was taken to test the assertion that

the cavity is the main source of COD. A beam was injected

into the ring and the closed orbit measured using three ra-

dial probes at different azimuthal locations around the ring.

Despite being located at different azimuths, the probes are

all in the centre of F magnets. As such the radial position of

the orbit should be the same at all three locations. This was

confirmed and no discernible COD was measured.

After re-installing the cavity the COD was re-measured,

confirming that the major source of COD is the cavity itself.

The new corrector poles were then tested to check how well

they corrected the COD. Radial probes at three azimuthal

locations were inserted into the ring and the time to loss

of the beam was measured as a function of radius during

acceleration. If there was no COD present, the three probes

would measure the same time to loss at a given radius, as

they are all located in the centre of F magnets. Thus for each

corrector setting and for a given time, the deviation from the

mean of the beam radius between the three probes gives us

an estimate of the COD. The mean of the three probes is used

as the zero point as there is no easily definable ‘closed orbit’

in an FFAG accelerator as there would be in a synchrotron.

The COD is fairly constant throughout the acceleration

cycle, so can be represented simply as the average over time

with a standard deviation error bar to indicating the variation

of COD during the acceleration cycle. This is plotted for

each probe in Fig. 4.

These results indicate that the corrector is reducing the

COD, but further correction is still needed. Unfortunately

the corrector excitation current was limited during this ex-
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perimental run to a maximum of 700A. Correction of the

COD is a priority and work is continuing on this, including

changing the corrector power supply to increase the field

provided.
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Figure 4: Closed orbit distortion quantified in terms of the

variation in radial beam position from the mean at three

different azimuthal locations, averaged over the acceleration

cycle.

Dispersion in the Main Ring
The dispersion was measured in the injection line, at the

position of the stripping foil and in the main ring. Figure 6

shows the dispersion in the main ring measured using the

same three radial probes as in the closed orbit distortion

measurement. The dispersion can be calculated using the

radius vs time radial probe data where momentum values

are inferred from the applied rf programme shown in Fig. 5.

D =
Δr

dp/p
(2)

Figure 5: Energy gain vs time of the applied rf pattern. The

red line corresponds to the part used for analysis of the

dispersion data.

Ideally all three results would be identical, but the discrep-

ancy between them arises due to the presence of closed orbit

Figure 6: Dispersion in the ring as a function of radius

measured using three different radial probes.

distortion. This is currently being studied in detailed simula-

tions. However, the measurement shows that the dispersion

is close to the design value of D=0.55m at the centre of the

F magnet.

Field Index
The field index, k, is defined in the design procedure to be

7.6, but in reality the field produced by the magnets does not

follow the scaling law of Eq. 1 perfectly. We can define an

effective field index which can then be measured throughout

the acceleration cycle based on the revolution frequency and

radial beam position variation.

k = γ2
df / f
dr/r

− (1 − γ2) (3)

The frequency is obtained from the rf programme and the

radial beam position is measured throughout the accelera-

tion cycle. The relativistic γ factor is inferred from the rf

programme. The measured effective field index is shown in

Fig. 7, where again there is a discrepancy between the three

measurements of the different radial probes.

Figure 7: Effective field index, k, as a function of time during

the acceleration cycle measured using three different radial

probes.
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Betatron Tunes

A number of methods can be used to measure the betatron

tunes in this machine. The results shown in Fig. 8 were

obtained using horizontal and vertical rf ‘perturbator’ de-

vices and analysing the bunch turn-by-turn data using a real

time spectrum analyser to find sidebands in the frequency

spectrum. This required the design and implementation of a

range of devices including a radially movable horizontal rf

perturbator device and radially movable horizontal triangle

BPM.

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 3.5  3.6  3.7  3.8  3.9  4

Q
y

Qx

July 2014 October 2014

Figure 8: Measured horizontal and vertical ring tunes (Qx ,

Qy ) throughout acceleration measured in July 2014 and an

additional recent measurement in October 2014 with ad-

justed F/D ratio and after removal of unnecessary magnetic

material.

Effects of the Stripping Foil

A key issue in this FFAG for high intensity operation is the

effect of the stripping foil on the beam. In order to perform

detailed studies at high intensity it is desirable to be able

to measure the increase in beam emittance caused by space

charge effects. This will compete with the emittance growth

from foil scattering as the beam passes many times through

the stripping foil at injection.

It is also necessary to understand the energy loss of the

beam as it passes through the foil. Simulation work has been

performed to study the energy loss and energy distribution

after passing through the foil multiple times. An experi-

mental measurement of the energy loss per turn in the foil

has been carried out to measure the synchronous phase as a

function of rf voltage. Analysis of the experimental data is

in progress.

DISCUSSION AND FUTURE PLANS
Although the present beam intensity is sufficient for ADS

experiments, there remains substantial beam loss throughout

the acceleration cycle, as shown in Fig. 9. The major loss

point is right after injection, with other loss points corre-

sponding to resonance lines in the tune diagram.

Figure 9: Present beam loss throughout the acceleration

cycle. Major loss points marked with red lines occur at

1.1ms, 2.7ms, 4.3ms and 20.1ms.

A multi-faceted approach will enable the machine to op-

erate with a higher average beam power.

It is clear that the dominant loss point is at the point of

injection, where only roughly 10 to 40% of the beam sur-

vives depending on choice of phase and quality of injection

matching. Optimisation of the rf pattern should improve this

in future, but only to a limited extent.

One suspected additional source of imperfection in the

ring was the presence of additional iron-based magnets from

the previous injector. This additional iron was recently re-

moved and the working point adjusted slightly, however no

improvement was discernible in terms of beam loss. This

is because the adjusted working point lies close to a beta-

tron resonance, as can be clearly seen in the tune diagram.

Further adjustment of the working point should improve this.

The installation of a second rf cavity is planned in early

2015 in order to increase the repetition rate from 20 Hz to

100 Hz. Faster acceleration should pull the beam off the foil

more quickly and also reduce the impact of losses due to

resonance crossing effects.

To reduce beam loss further the matching at injection

needs to be optimised to reduce multiple scattering on the

foil and reduce emittance growth. This is a key item to be

measured and the use of a wire scanner is being investigated.

Multiple scattering will also be reduced by an increase in

the acceleration rate so the beam moves off the foil more

quickly at injection.

The other key to enabling high power operation is an ac-

curate model of the machine. A lot of work has been carried

out at KURRI toward modelling this machine previously.

To enhance these studies a detailed simulation campaign
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is underway including code benchmarking, comparison to

experiment and a parallel strand of code development and

wider investigation into high intensity effects in FFAG ac-

celerators.
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EFFICIENT 3D POISSON SOLVERS FOR
SPACE-CHARGE SIMULATION∗

J. Qiang†, LBNL, Berkeley, CA 94720, USA

Abstract
Three-dimensional Poisson solver plays an important role

in the self-consistent space-charge simulation. In this paper,
we present several efficient 3D Poisson solvers inside an
open rectangular conducting pipe for space-charge simula-
tion. We describe numerical algorithm of each solver, show
comparative results for these solvers and discuss the pros
and cons associated with each solver.

INTRODUCTION
Nonlinear space-charge effect in charged particle beam

has significant impact to particle beam dynamics in high
intensity accelerators. A natural way to include the space-
charge effect in the simulation is through self-consistent
particle-in-cell (PIC) method [1–4]. In the PIC method,
macroparticles are advanced step by step in phase space sub-
ject to both the external forces and the space-charge forces.
Normally, at each step, the external forces can be quickly
computed using the given external fields. The space-charge
forces are calculated self-consistently using the charge den-
sity distribution at that step by solving the Poisson equation.
This involves a large number of numerical operations and
is much more computational expensive compared with the
external force calculation. An efficient Poisson solver will
be of importance in the PIC simulation in order to quickly
calculate the space-charge forces and to reduce the total
simulation time.
In previous studies, a number of Poisson solvers have

been studied subject to different boundary conditions [5–
12]. In this paper, we proposed three new Poisson solvers
in an open rectangular conducting pipe. Figure 1 shows
a schematic plot of charged particle beam inside an open
rectangular conducting pipe. Even with the longitudinal
open boundary condition, these three Poisson solvers will
use a computational domain that longitudinally contains the
beam itself. No extra computational domain is needed in the
longitudinal direction in order to meet the open boundary
conditions on both sides of the beam.

Figure 1: A schematic plot of a charged particle beam inside
an open rectangular conducting pipe.

∗ Work supported by the U.S. Department of Energy under Contract No.
DE-AC02-05CH11231.

† jqiang@lbl.gov

NUMERICAL METHODS
For a perfect conducting pipe with rectangular cross sec-

tion, we write the three-dimensional (3D) Poisson equation
as:

∂2φ

∂x2
+
∂2φ

∂y2
+
∂2φ

∂z2
= −

ρ

ε0
(1)

Here, φ denotes the electrostatic potential, ρ the dimension-
less charge density function, x, y and z denote the horizon-
tal, vertical, and longitudinal coordinates respectively. The
boundary conditions for the potential in the open perfect
rectangular conducting pipe are:

φ(x = 0, y, z) = 0 (2)
φ(x = a, y, z) = 0 (3)
φ(x, y = 0, z) = 0 (4)
φ(x, y = b, z) = 0 (5)

φ(x, y, z = ±∞) = 0 (6)

where a is the horizontal width of the pipe and b is the
vertical width of the pipe. In the following, we propose three
efficient numerical methods to solve the Poisson equation
subject to above boundary conditions.

Spectral-Integrated Green Function Method
Given the boundary conditions in Eq. 2-6, the potential φ

and the source term ρ can be approximated using two sine
functions as:

ρ(x, y, z) =
Nl∑
l=1

Nm∑
m=1

ρlm(z) sin(αl x) sin(βm y) (7)

φ(x, y, z) =
Nl∑
l=1

Nm∑
m=1

φlm(z) sin(αl x) sin(βm y) (8)

where

ρlm(x, y, z)=
4

ab

a∫
0

b∫
0

ρ(x, y, z) sin(αl x) sin(βm y) dxdy

(9)

φlm(x, y, z)=
4

ab

a∫
0

b∫
0

φ(x, y, z) sin(αl x) sin(βm y) dxdy

(10)
where αl = lπ/a and βm = mπ/b. Substituting above
expansions into the Poisson equation and making use of the
orthnormal conditions of the sine functions, we obtain

∂2φlm(z)
∂z2

− γ2lmφ
lm(z) = −

ρlm

ε0
(11)
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where γ2lm = α2
l
+ β2m . The above ordinary differential

equation for each mode lm can be solved using a Green
function method. This solution can be written as:

φlm(z) =
1

2γlmε0

∫
Glm(z − z′)ρlm(z′) dz′ (12)

where the Green function G is given by:

Glm(z − z′) = exp (−γlm |z − z′ |) (13)

The above convolution integral can be discretized on a mesh
that longitudinally contains only the beam. The discrete
potential on a grid point zi , i = 1, · · · ,Nz is given as:

φlm(zi ) =
hz

2γlmε0

Nz∑
j=1

Glm(zi − z j )ρlm(z j ) (14)

where hz = (zmax− zmin)/(Nz −1), zmin is the minimum and
maximum locations of the beam along the z direction, and
Nz is the number of grid points. The direct brute-force cal-
culation of above summation for all Nz grid data points takes
O(N2

z ) operations. Fortunately, by using the zero padding
method [12–15], the computational cost of the summation
for all Nz data points can be reduced to O(Nz log(Nz )).
The Green function given in Eq. 13 is exponentially

damped with the increase of the separation between two
grid points. In the numerical calculation of Eq. 12, resolv-
ing such fast damping may not be necessary if the variation
of beam density along z is slow. The convolution integral
Eq. 12 can be rewritten as

φlm(z) =
1

2γlmε0

∑
j

∫ z j+hz /2

z j−hz /2
Glm(z − z′)ρlm(z′) dz′ (15)

If we assume that the charge density ρlm stays constant within
the interval [z j − hz/2, z j + hz/2], the above equation can
be reduced into:

φlm(z) =
1

2γlmε0

∑
j

Gint
lm (z − z j )ρlm(z j ) (16)

where

Gint
lm (z − z j ) =

∫ z j+hz /2

z j−hz /2
Glm(z − t) dt (17)

Substituting Eq. 13 into above equation, we obtain the inte-
grated Green’s function as:

Gint
lm (zi − z j ) =




exp (γlm |zi−z j |)
γlm

(exp (γlmhz/2)−
exp (−γlmhz/2)), if i , j
2
γlm

(1 − exp (−γlmhz/2)) otherwise
(18)

Using the integrated Green’s function Gint , the convolution
summation Eq. 16 can be calculated using the same zero
padding method as the standard Green function method.
The advantage of this method is that the fast decrease of the
Green function does not need to be resolved in the numerical

approximation to the convolution integral 12, which can
significantly save computational resources.

The numerical calculation of the sine function transform
in both x and y directions can be done efficiently using
an FFT method. The computational cost in transverse x
and y dimensions scales as O(Nx Ny Nz (log(Nx Ny )). Us-
ing the zero padding and the FFT for the cyclic summa-
tion, the cost to compute the convolution also scales as
O(Nx Ny Nz log(Nz )). This results in a total computational
cost to solve the 3D Poisson equation in an open conducting
pipe scaling as O(Nx Ny Nz log(Nx Ny Nz )).

3D Spectral Method
In many accelerator physics application, the longitudi-

nal density distribution of the charged particle beam has a
Gaussian distribution. This suggests that the ordinary dif-
ferential equation 11 can also be solved efficiently using a
Hermite-Gaussian expansion, which naturally satisfies the
open boundary conditions (Eq. 6) in the z direction.

The charge density ρ and electrostatic potential φ can be
approximated as:

ρlm(z) =
n=Nn∑
n=0

ρlm
n Hn (z) (19)

φlm(z) =
n=Nn∑
n=0

φlm
n Hn (z) (20)

where the scaled Hermite-Gaussian functionHn is defined
as:

Hn (z) = Hn (
z
A

) exp (−
1
2

z2

A2 ) (21)

where A is a longitudinal scaling constant, which can be
A = σz with σz the beam longitudinal RMS size, Hn is the
nth order Hermite polynomial with properties: H0(z) = 1,
H1(z) = 2z, · · · , Hn (z) = 2zHn−1 − 2(n − 1)Hn−2. The
scaled Hermite-Gaussian functionH has the properties:∫ ∞

−∞

Hn (z)Hm (z)dz = 2nn!
√
πAδnm (22)

and

∂2Hn

∂z2
=

1
4A2Hn+2 +

n(n − 1)
A2 Hn−2 −

2n + 1
2A2 Hn (23)

where δmn = 1 for m = n and δmn = 0 for m , n. The
expansion coefficients ρn and φn can be obtained from

ρlm
n =

1
2nn!

√
πA

∫ ∞

−∞

ρlm(z)Hn (z)dz (24)

φlm
n =

1
2nn!

√
πA

∫ ∞

−∞

φlm(z)Hn (z)dz (25)

Substituting the functions ρ and φ into the Eq. 11, and using
the orthogonality of the scaled Hermite-Gaussian functions
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and Eq. 22, the Poisson equation is reduced into a group of
linear algebraic equations:

1
4
φlm
n−2 − (

1
2

(2n + 1) + γ2lm A2)φlm
n + (n + 2)(n + 1)φlm

n+2

= −A2ρlm
n /ε0
(26)

where n = 1,2, · · · ,Nn and Nn is the number of Hermite-
Gaussian modes. This group of algebraic equations is a band-
limited matrix equation, which can be solved effectively us-
ing direct Gaussian elimination with a computational cost of
O(Nn ) for each transverse mode l and m, which results in
a total cost as O(Nl NmNn ). The computational cost of the
sine transform scales as O(Nx Ny Nz log(Nx Ny ). The calcu-
lation of the Hermite-Gaussian expansion coefficients are
more expensive and scales as O(Nl NmNnNz ). If the num-
ber of Hermite-Gaussian modes can be controlled within a
reasonable limit taking advantage of the high order accuracy
of the spectral method, this method can still be very efficient.
Another advantage of this method is that it provides a natu-
ral smoothing of electrostatic function in the self-consistent
particle-in-cell simulation by neglecting the high frequency
modes in the expansion.

3D Integrated Green Function Method
Another method to solve the 3D Poisson equation inside

the open rectangular pipe is to use an integrated Green func-
tion method directly. This method has the advantage of
using a computational domain that contains only the beam
itself instead of the whole transverse pipe cross-section. The
solution of the 3D Poisson equation can be written as:

φ(x, y, z) =
2

abε0

∞∑
l=1

∞∑
m=1

1
γlm

sin(αl x) sin(βm y)×∫ xmax

xmin

∫ ymax

ymin

∫ zmax

zmin

sin(αl x ′) sin(βm y′)×

exp(−γlm |z − z′ |)ρ(x ′, y′, z′) dx ′dy′dz′ (27)

The above equation can be rewritten as:

φ(x, y, z) =
1

2abε0

∫ xmax

xmin

∫ ymax

ymin

∫ zmax

zmin

∞∑
l=1

∞∑
m=1

1
γlm

[cos(αl (x − x ′)) − cos(αl (x + x ′))] ×

(cos(βm (y − y′)) − cos(βm (y + y′))) ×
exp(−γlm |z − z′ |)ρ(x ′, y′, z′) dx ′dy′dz′ (28)

Following the same idea of preceding section, we can define
a three-dimensional integrated Green’s function as:

Gint
3D (x, x ′, y, y′, z, z′) =

1
2abε0

(R(x − x ′, y − y′, z − z′)−

R(x − x ′, y + y′, z − z′) − R(x + x ′, y − y′, z − z′)+
R(x + x ′, y + y′, z − z′))

(29)

where

R(u,v,w) =
∞∑
l=1

∞∑
m=1

1
αl βm

[sin(αl (u − hx/2)) −

sin(αl (u + hx/2))] ×
(sin(βm (v − hy/2)) − sin(βm (v + hy/2)))Gint

lm (w) (30)

The discrete potential on a grid (i, j, k) can be written as:

φ(xi , y j , zk ) =
Nx∑
i=1

Ny∑
j=1

Nz∑
k=1

Gint
3D (xi , y j , zk , x ′i , y

′
j , z
′
k ) ×

ρ(x ′i , y
′
j , z
′
k ) (31)

The above summation can also be calculated on a doubled
computational domain using an FFT-based zero padding
method. In order to compute this summation using the
FFT-based method, besides the direct convolution term
R(x − x ′, y − y′, z − z′)ρ(x ′, y′, z′), there are also terms
that contain auto-correlation in R(x − x ′, y + y′, z − z′),
R(x + x ′, y− y′, z− z′), and R(x + x ′, y+ y′, z− z′). It turns
out that those auto-correlations can be handled in a similar
way to the convolution term except that a backward/forward
FFT is used in the dimension with auto-correlation while a
forward/backward FFT is used in the dimension of convolu-
tion [12]. The computational cost for such cyclic summation
scale as O(Nx Ny Nz log(Nx Ny Nz )).

NUMERICAL TESTS
In the following, we show a numerical test example for

above proposed algorithms. Here, we assume that the beam
has a 3D normalized Gaussian density distribution as:

ρ(x, y, z) = exp(−
(x − x0)2

2σ2
x

−
(y − y0)2

2σ2
y

−
(z − z0)2

2σ2
z

) (32)

where σx , σy , and σz denote RMS (root mean square) sizes
of the beam, and x0, y0, and z0 denote the centroid of the
beam. We assume that the transverse aperture sizes of the
pipe a = b = 2, transverse RMS beam sizes σx = σy = 1/6,
and σz = 100/6. This results in an aspect ratio A = 100 for
the beam. The computational grid used in this example is
65 × 65 × 64.
Figure 2 shows the electrostatic potential solution and

the relative errors along the central horizontal axis from
the above three numerical methods (the spectral-integrated
Green’s function, the 3D spectral method, the 3D integrated
Green’s function method) and the analytical solution. All
three methods have relative errors below 0.1%. The 3D
spectral method has the least relative errors as expected.
The 3D integrated Green’s function method has the largest
relative errors but is still below 0.1%.
Figure 3 shows the electrostatic potential solutions and

relative errors along center longitudinal axis in this test ex-
ample using the three numerical methods together with the
analytical solution. All three methods give a good approxi-
mation to the analytical solution with the maximum relative
error below 0.1%. Again, the 3D spectral method shows the
least relative error among the three methods.
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Figure 2: The electrostatic potential solutions (top) and
relative errors (bottom) along the horizontal axis from the
three proposed numerical algorithms and from the analytical
solution.

CONCLUSIONS
In this paper, we presented three 3D Poisson solvers to cal-

culate the electrostatic potential of a charged particle beam
in an open conducting rectangular pipe. Those three Poisson
solvers effectively save the computational resource by us-
ing a computational domain that longitudinally contains the
beam itself. The spectral-integrated Green function solver
and the 3D integrated Green function solver have a compu-
tational complexity of O(N log(N )), where N is the total
number of grid points. The computational cost of the 3D
spectral solver scales as O(NnN ), where Nn is the number
of Hermite-Gaussian modes used in the solution. Given
the fast convergence rate of the spectral solver, the mode
number might be kept as small. In the scaling estimation,
all these three Poisson solvers are efficient in the numeri-
cal operations. In practical application, the 3D integrated
Green function method is most time consuming due to the
double summation in the calculation of the Green function.
However, it has the advantage that the computational do-
main only needs to contain the beam itself in both transverse
and longitudinal directions. This saves computational cost
when the transverse size of the beam is much smaller than
the transverse pipe aperture. The 3D spectral solver has an
extra cost factor depending on the Hermite-Gaussian mode
number. However, this solver normally leads to less numer-
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Figure 3: The electrostatic potential solutions (top) and
relative errors (bottom) along the longitudinal axis from the
three proposed numerical algorithms and from the analytical
solution.

ical error and can also provide smooth potential solution
when the charge density function contains numerical noise
from the discrete macroparticle deposition in the PIC simu-
lation. The spectral-integrated Green function solver has a
numerical accuracy between the 3D spectral solver and the
3D integrated Green function solver, but a very favorable
computational cost scaling.
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A MULTI-PARTICLE ONLINE BEAM DYNAMICS SIMULATOR
FOR HIGH POWER ION LINAC OPERATIONS∗

X. Pang†, L.J. Rybarcyk, S.A. Baily
Los Alamos National Laboratory, Los Alamos, NM, 87544, USA

Abstract
A fast multi-particle online beam dynamics simulator

has been developed at LANL. It is a marriage of multi-

particle beam physics algorithms and graphics processing

unit (GPU) technology. It combines the execution efficiency

of the C/C++ programming language and a powerful yet

flexible user interface via Python scripts. Therefore, it is

not only accurate and fast, but also very easy to use. We

have used this simulator at LANSCE to guide linac tuning,

explore optimal operational settings, and test new ideas.

INTRODUCTION
Why Another Simulator?
Accelerator control rooms are usually equipped with on-

line beam modeling tools to help guide machine tuning.

These tools, which typically have access to machine set

points through the control system, can not only help physi-

cists and operators set up the machine faster, but also pro-

vide information on the beam properties in areas where no

measurements can be made. However, almost all of the

existing online modeling tools today are either based on

single-particle tracking or on envelope models. While they

might perform sufficiently well for nicely formed beams,

they cannot predict the nonlinear motions of a real beam or

estimate losses, especially in high-power operations when

beams can be highly nonlinear and chaotic.

The logical next step to improve the status quo is to use a

multi-particle beam dynamics code to provide more realistic

predictions. However, most of the existing multi-particle

simulation tools need either significant computational time

or supercomputer resources. This makes them impractical

to use during real world machine operations where fast turn-

around is required and where they may be in use for long

periods of time. In addition, they are typically not configured

to have ready access to online machine specific set points.

One can clearly see the gap that exists between the over-

simplified but fast models used in control rooms and the

highly sophisticated yet slow multi-particle simulation tools

which are usually used during the design process. The goal

of our development is to fill this gap by providing a multi-

particle simulation tool that is both accurate and fast enough

to be used in real world accelerator tuning and operation.

Why Use a GPU?
The graphics processing unit (GPU) is at the frontier of

high performance computing [1]. It powers several of the

∗ Work supported by U.S. DOE, NNSA under contract DE-AC52-

06NA25396. LA-UR-14-28658
† xpang@lanl.gov

world’s most powerful supercomputers and it has also democ-

ratized super-computing by enabling cluster performance on

people’s personal desktops. For us, the GPU offers outstand-

ing parallel performance and it is also the most cost effective

way to provide 24/7 availability for our online simulator.
With around a $600 USD investment in the GPU hardware,

one can get up to 100 times speedup compared to a single

threaded CPU. And this GPU workstation can be dedicated

to accelerator operations 24/7.

How to Use It?
This is where the users can freely apply their creativ-

ity. We have applied this tool to guide turn-on of the LAN-

SCE linac, to test what-if scenarios, to optimize operational

machine settings by combining it with the multi-objective

optimization algorithms, and to test a new automatic tun-

ing/control scheme. More details will be covered in later

sections.

THE SIMULATOR
Code Design
The goal of our code design is to ensure fast execution

and ease of use. This led us to adopt a combination of a low-

level compiled language, i.e. C++/CUDA and a high-level

scripting language, i.e. Python. The number-crunching is

efficiently carried out by CUDA and C++, however, the users

don’t have to deal with the complex syntax and the lengthy

compilation processes associated with them, but instead can

configure and execute a simulation with a high-level script.

Figure 1 shows the code hierarchy. The shallow learning

           CUDA C

              (.cu)

C++ (.cpp)

Python/C API (.cpp)

Python (.py)

Figure 1: Lower-level CUDA and C++ are wrapped up by

Python/C API and compiled into a shared library that can

be imported in Python.

curve of Python and the richness of its application libraries

allow users with the minimal programming experiences to

quickly prototype their ideas.

The major components of the code structure design are

shown in Figure 2. The components that are shaded in blue
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EPICS

DataServer

     SQL 

database

       BeamLine

         (pinned 

        memory)

     text output/

         control 

        feedback

SimulationEngine

Beam

Graphical output

        (OpenGL)

CPU (host) GPU (device)

Figure 2: High level code structure and data flow indicated

by the arrows.

are generated and stored by the CPUs (host), while the ones

in yellow are generated and stored in the GPU (device) dur-

ing the simulation. The C APIs of the Experimental Physics

and Industrial Control System (EPICS) [2] have been used

to get real-time machine data from the accelerator control

system. The data are then stored in a SQLite database and

processed into model physics units that are required for the

simulations. The pinned memory (shaded in green) physi-

cally sits on the CPU side however, can be accessed by both

the CPU and the GPU. It is used in our case to store the beam

line information which has to be accessed by the GPU to

simulate a beam, and also needs to be updated by the CPU

using the information queried in real-time. More detailed

description about the code structure can be found in [3].

GPU Performance
One can refer to [3] for more details about the GPU al-

gorithms and optimization we have applied. We compared

the code performance using an Intel Xeon E5520 2.27GHz

CPU and a NVIDIA GTX 580 GPU (Fermi architecture).

For a section of beam line at LANSCE, up to 112 times

speedup has been achieved for beam transported without

space charge. A speedup factor up to 45 has been achieved

for the space charge routine.

Our initial test with the LANSCE CCL (4960 RF gaps +

206 quads + 460 drift spaces) on a NVIDIA Tesla K20 GPU

showed that it took the simulator about a second to push

32K particles through it without space charge, and about

10 seconds with space charge (> 6000 space charge kicks).
It is likely that this performance will improve as we do not

need to apply space charge kicks this often in the CCL due

to the lattice design and the diminishing effects of the space

charge for the higher energy beam. With a more intelligent

space charge routine and further GPU optimization, we can

expect the front-to-end simulation for the half mile 800-MeV

LANSCE linac to finish within just several seconds.

APPLICATIONS
Tuning Guide
At LANSCE, the half-mile long 800-MeV linac provides

both H+ and H− beams for user programs. The tune-up pro-

cedures usually begin with direct low-power beam measure-

ments and set up of the beam lines based on the predictions

from an envelope model. However, in the transition to high-

power operations, due to the lack of direct measurement of

the beam and a good modeling tool for the high power beam,

machine settings are empirically adjusted by operators to

achieve minimal beam loss along the linac. These adjust-

ments are usually done in a high dimensional parameter

space, which can make the tuning process lengthy, and the

machine settings subjective and inconsistent. This is where

the simulator can help. Once correctly calibrated, one can

use the simulator to predict beam properties at any location

along the linac for any beam condition. Therefore, the oper-

ators and physicists would no longer be tuning with limited

information, but instead are provided with new insight into

the beam propagation along the linac. Moreover, they can

simulate real beam distributions that are generated directly

from emittance scans.

Figure 3: Screen shot of the online simulator graphical out-

put. Left: 3D beam display in x, y, phase coordinates. Right:

transverse and longitudinal phase space plots.

Figure 3 shows part of the graphics interface of the simula-

tor. Figure 4 shows a simulated beam distribution at the end

of the 100-MeV DTL. One can clearly see the low-energy

particles in the longitudinal phase space that make it to the

end of the DTL. However, they become beam losses in the

chicane following the DTL. The bottom right plot shows the

appearance of the nonlinear beam core. The tail of the core

can also produce loss in the subsequent elements. These are

the features that only multi-particle simulations can provide.

They will be very useful in machine tuning especially in high

power operations. Figure 5 shows that the simulations can

reproduce the actual phase scan experiments for the DTL

and CCL to very high accuracy.

Multi-objective Optimization
We have used the simulator in combination with the multi-

objective optimization techniques to find optimal operational

settings in a high-dimensional parameter space [4]. Figure 6

shows the 2D projection of the estimated Pareto front in

the 3D objective space obtained both by the multi-objective

genetic algorithm (MOGA) (the left column) and the multi-

MOPAB30 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

100C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Computational Challenges, New Concepts and New Projects



Figure 4: Beam distribution at the end of the LANSCE DTL

(100 MeV). Top: beam distribution in x,x’ and y,y’. Middle:

phase space in x and y. Bottom: longitudinal phase space, φ,
w showing low-energy particles well below design energy,

and a closer look at the beam core around 100 MeV.

objective particle swarm optimization (MOPSO) (the right

column). For this graph, the three objectives the MO al-

gorithms are trying to minimize are the longitudinal phase

space and phase width at the end of the LANSCE DTL,

and power of the lost beam throughout the DTL. There are

11 free parameters for the algorithms to adjust including

quadrupole gradients and RF phases and amplitudes of the

four DTL tanks. The simulator acts as a virtual experimen-

tal environment and provides a cost functions for the MO

algorithms to minimize in the process. From this study, we

were able to find optimal operating conditions and the fact

that the MOPSO converges much faster than the MOGA.

Accelerator Automatic Tuning
An automatic accelerator tuning method has been devel-

oped using the simulator as its test bed [5]. This real-time

method can simultaneously tune several coupled compo-

nents of an accelerator to achieve good beam quality. Using

the simulator, it has proven to be very efficient and robust

to noise. It can even quickly adjust the beam to its best

condition with failing elements in the accelerator.

CONCLUSION
The GPU-based online simulator has been proven to be a

very useful tool for accelerator operations. By combining

Figure 5: Top: DTL tank 1 phase scan which utilizes an

absorber/collector diagnostic. Bottom CCL module 5 phase

scan, which utilizes beam phase measurement diagnostics.
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Figure 6: The 2D projections of the estimated 3D Pareto

front in the objective space obtained by the NSGA-II and

MOPSO at different iterations.

multiparticle beam physics algorithms with GPU technology

we are able to bring high-fidelity beam dynamics modeling
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capabilities to the control room environment in a cost effec-

tive way. Furthermore, by enabling real-time acquisition of

machine parameter setpoints, the simulator is able to track

the operation of the accelerator and provide operators and

physicists with new insight into beam performance in an

operational setting. The list of possible applications is by

no means limited to the examples given above. Instead, the

high-level Python interface enables the user to easily create

and explore new application. Further development of the

simulator and its applications are ongoing.
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SPACE CHARGE MAP EXTRACTION AND ANALYSIS IN A
DIFFERENTIAL ALGEBRAIC FRAMEWORK

A. Gee∗, B. Erdelyi†
Physics Dept., Northern Illinois University, DeKalb, IL 60115, USA

Abstract
Space charge is a leading concern in high-intensity beams,

causing effects such as emittance growth, beam halos, etc.
As the need for high-intensity beams spreads, the demand
for efficient space charge analysis grows. We developed a
self consistent space charge simulation method for this pur-
pose [1]. In order to facilitate space charge analysis, we
implemented a method that allows space charge map ex-
traction and analysis from any tracking method [1, 2]. We
demonstrate the method by calculating the transverse space
charge. We compare the method of moments and the fast
multipole method as the tracking methods employed in the
transfer map extraction process. We show results from anal-
ysis of the raw map elements as well as quantities obtained
from normal forms.

INTRODUCTION
Transfer maps are powerful tools in the analysis of beam

dynamics. The information even at low order is invaluable
in the design and optimization of charged particle beam
guidance systems. Now, we may study multi-particle beam
dynamics using transfer maps. For the first time, we can ex-
tract a self-consistent space charge transfer map from simu-
lation, opening new possibilities in the field of beam physics.
Details of the theory and development can be found in [1].

The map extraction method can be employed in conjunc-
tion with any tracking method available. The map itself is
smooth as it captures the mean-field limit. The tracking
methods themselves are based on splitting and composition
methods, more precisely Strang splitting. We implemented
two tracking methods: the moment method (MoM) and the
fast multipole method (FMM). The tracking methods neces-
sarily produce slightly different results due to innate approx-
imations, thus it is prudent to check that the map extraction
procedure itself smooths out the differences, resulting in the
same transfer maps for all practical purposes. That is the
main goal of this paper.
A few points should be mentioned. To efficiently extract

the polynomial representation of beamline elements, we
employed differential algebra methods. Differential algebra
methods (DA) efficiently calculate Taylor expansions to high
order with machine precision and no truncation error, pro-
viding polynomial representations for any beamline element
of interest. We model the space charge kick as one such
element with infinitesimal length. We limit ourselves to a
single space charge kick at the center of a beamline element
with open boundary conditions. Furthermore, to emphasize
∗ agee1@niu.edu
† erdelyi@anl.gov

Table 1: Beam Parameters

Species Proton
No. of Particles 5000
Energy [MeV] 5
Shape Ellipse
Initial spatial distribution Uniform
Initial maximum radius [m] 0.001
Initial angle distribution Uniform
Initial maximum angle [rad] 0.03
Initial emittance (X,Y) [µm] (7.63 , 7.50)

the effects of space charge, we limited the beamline element
maps to first order and calculated the space charge kick up to
eighth order with the MoM and the FMM. Previous studies
suggested results at the same order would be comparable.

BEAMLINE SIMULATION
We set up a space-charge dominant beam for our simu-

lations. The parameters are shown in Table 1. We used the
same beam conditions for all runs. We chose the number of
particles, N = 5000, for speed with acceptable accuracy.
To analyze some simple maps, we simulated two basic

examples. We set up a magnetic triplet and adjusted the
quadrupole gradients to achieve imaging as our first example.
Our second example is a periodic FODO cell, where we
adjusted the quadrupole gradients to match an arbitrarily
chosen horizontal and vertical tune.

Imaging Triplet
The triplet we set up consists of an outer drift, quad (Q1),

inner drift, quad (Q2), inner drift, quad (Q3), and outer drift.
The system parameters are in Table 2 and the first order
system map is shown in (1).

*....
,

−1 3.20 × 10−14 0 0
5.69 −1 0 0
0 0 −1 −1.91 × 10−14
0 0 −4.39 −1

+////
-

(1)

A ray trace of the system without space charge is also
shown in Figure 1. We drew 3 independent rays in both the
X -Z andY -Z planes and generated the trajectory by applying
the calculated map. The ray diagram includes an extra end
drift of 6.25 cm to show the focal point at z = 1.4m. This
drift was left out of the system map since it would not affect
our analysis.
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Table 2: Imaging Triplet System Parameters

Aperture radius [m] 0.08
Outer drift lengths [m] 0.25
Inner drift lengths [m] 0.15

Q1 length [m] 0.2
Q2 length [m] 0.2
Q3 length [m] 0.2

Initial Q1
[
T
m

]
0.65525

Initial Q2
[
T
m

]
-0.66566

Initial Q3
[
T
m

]
0.65525

(a) X Projection

(b) Y Projection

Figure 1: Imaging triplet rays w/o space charge. Focal point
is at z = 1.4 m.

FODO Cell

The FODO cell consists of one half quad (Q1), inner
drift, full quad (Q2), inner drift, and one half quad (Q1).
The system parameters are shown in Table 3. The first order
system map is shown in (2). To understand its behavior, we
decided to study quantities from the normal form of the map.
We chose to match the system to a horizontal and vertical
tune away from resonance and study its behavior.

Table 3: FODO Cell System Parameters

Aperture radius [m] 0.08
Inner drift lengths [m] 0.15

Q1 length [m] 0.1
Q2 length [m] 0.2

Initial Q1
[
T
m

]
-0.39045

Initial Q2
[
T
m

]
0.39045

Horizontal tune 0.1362
Vertical tune 0.1362

*....
,

0.656 0.425 0 0
−1.34 0.656 0 0
0 0 0.656 .951
0 0 −.599 0.656

+////
-

(2)

EFFECTS DUE TO SPACE CHARGE
To study the effects of space charge, we fixed the settings

shown in Table 2 and Table 3. We then increased the current,
or equivalently the intensity, of the beam with fixed particle
number. Using the same initial beam distribution and particle
quantity, the only changes must be caused by space charge
for the same tracking method.

Imaging Triplet
The triplet shows some interesting behavior with higher in-

tensity beams. From Equation 1, (x |a) and (y |b) are almost
zero with the settings in Table 2. As the current increases,
these elements grow as shown in Figure 2.
We can also see the behavior of the third order geomet-

ric aberrations (x |x3) and (y |y3) as a function of current,
shown in Figure 3. Since the system map was limited to first
order, the third order aberrations obtained are due to space
charge. Comparing the FMM and MoM, we see the FMM
predicts a slightly stronger self-field, which was seen in pre-
vious testing [3]. This is likely due inclusion of collisional
forces which are negligible in the MoM. (x |x3) stands out
in the beginning; space charge appears to inflate (x |x3) un-
til around 0.25 A before reversing direction and becoming
negative.
At 1.5 A, the focal point shifts as shown in Figure 4. Al-

though subtle, the focal point is now around z = 1.43m in
X -Z , Figure 4a, and z = 1.44 m in Y -Z , Figure 4b, suggest-
ing a slight astigmatism. The shift of the focal point is also
observed due to third order terms in the system elements if
included, suggesting the cause is spherical aberrations. The
maximum width of the rays are increased slightly and the
rays split at the point of maximum width. The split appears
in both projections. This suggests a ray in Y -Z shifted in X
and vice versa, leading to the extra trajectory in each pro-
jection. This split seems to come from nonlinear coupling
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(a) (x |a) vs. Current

(b) (y |b) vs. Current

Figure 2: Behavior of (x |a) and (y |b) vs. current in the
imaging triplet, as calculated by the moment method and
the fast multipole method.

(a) (x |x3) vs. Current

(b) (y |y3) vs. Current

Figure 3: Behavior of (x |x3) and (y |y3) vs. current in the
imaging triplet, as calculated by the moment method and
the fast multipole method.

introduced by fourth order space charge terms but requires
more careful investigation.

FODO Cell
Settings for the quads in the FODO cell were easily found

such that the calculated tunes almost perfectly matched our
chosen parameters. However, its behavior changed signifi-

(a) X Projection

(b) Y Projection

Figure 4: Imaging Triplet rays w/ current = 1.5 A. The focal
point has shifted to z = 1.43 m in X -Z and to z = 1.44 m in
Y -Z .

cantly with higher intensity. From Figure 5, the deviation
in the horizontal and vertical tune rapidly increases with
current, displaying greater rate in the vertical. For βx , the
system stays periodic until 0.5 A, where the tune becomes
imaginary. βy ’s periodicity is lost around 0.3 A.
For the FODO cell, both the MoM and FMM predict

the same tune. The differences displayed in the triplet map
elements suggest a very small deviation between the two
methods in the map elements, which would be negligible in
calculating the tune.

MINIMIZING EFFECTS DUE TO SPACE
CHARGE

To reduce or eliminate the effect of space charge, we
simply fit the quad gradients for each current to match our
desired parameters. In some cases, the ideal solution could
not be achieved, but a desired property of the system is
preserved.

Imaging Triplet
In the triplet, we fit the quad gradients with the condition

of only minimizing (x |a) and (y |b). The quad gradients
steadily grew with current as shown in Figure 6. Figure 7
plots the absolute value of (x |a) and (y |b). These elements
calculated from the FMM oddly oscillated between positive
and negative values, but we are more interested in their
deviation from 0. The deviation increases by about two or
three orders of magnitude in (x |a) and four or five orders of
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(a) Space charge induced horizontal tune shift vs. Current

(b) Space charge induced vertical tune shift vs. Current

Figure 5: Tune shift due to space charge from tune = 0.1362
vs. current in the FODO lattice, as calculated by the moment
method and the fast multipole method.

(a) Fitted Q1 vs. Current

(b) Fitted Q2 vs. Current

Figure 6: Behavior of quad gradients vs. current in the imag-
ing triplet after fitting for imaging, as calculated by the mo-
ment method and the fast multipole method.

magnitude in (y |b). Again, the self-field appears stronger in
Y than X , leading to the larger increase in (y |b). The peak at
0.6 A in (x |a) appears due to difficulty in minimizing (x |a).
We can also see fitting to the MoM is generally smoother
than for the FMM. Most likely, this is due to the inclusion
of collisional forces.
The behavior of (x |x3) and (y |y3) after fitting is shown

in Figure 8. The third order aberration (x |x3) shows differ-
ent behavior than before, as the two results start to diverge

(a) (x |a) vs. Current

(b) (y |b) vs. Current

Figure 7: Behavior of (x |a) and (y |b) vs. current in the
imaging triplet after fitting, as calculated by the moment
method and the fast multipole method.

around 0.3 A.We found this is due to the different fitted quad
settings for the MoM and FMM. When using the settings
found with the MoM, the FMM predicted similar (x |x3)
and (y |y3) but (x |a) and (y |b) increased by seven orders of
magnitude. This will be subject to further investigation. For
(y |y3), both methods predict the aberration behaves similar
to Figure 3b.

The ray diagram for 1.5 A after fitting is shown in Figure 9.
Figure 9 shows the fitted quad gradients may be overcom-
pensating as the focal points are now around z = 1.37 m in
X -Z and z = 1.35 m in Y -Z . The maximum width is slightly
less than in Figure 4, but the split in the ray is still present.

FODO Cell
We fit the quad gradients of the FODO Cell by matching

the calculated tune to our desired tune; see Figure 10. As
current increased, we found it more difficult tomatch the tune
precisely. Vertical stability is lost around 0.3 A. To preserve
stability, we allowed for higher tune fitting tolerance. Again,
here the MoM and FMM give essentially identical results.

CONCLUSIONS
We presented some tests related to the performance of

our self-consistent transfer map extraction method involving
space charge dominated beams. The emphasis of this paper
was the comparison of two different tracking methods that
underlie the process, namely the Method of Moments and
the Fast Multipole Method. In general, the two methods give
substantially similar results. Small differences are visible at
high currents due to the collisionality of the FMM versus the
mean-field nature of the MoM. Still, in one case of a third
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(a) (x |x3) vs. Current

(b) (y |y3) vs. Current

Figure 8: Behavior of the geometric aberrations (x |x3) and
(y |y3) vs. current in the imaging triplet after fitting, as calcu-
lated by the moment method and the fast multipole method.

(a) X Projection

(b) Y Projection

Figure 9: Imaging Triplet rays w/ current = 1.5 A after fitting
the quads for imaging. The focal points are at z = 1.37 m in
X and z = 1.35 m in Y .

order spherical aberration, large discrepancy was observed
due to the different settings, and this will be the subject
of further studies involving larger number of particles and
Plummer softening in the FMM.

(a) Q1 vs. Current

(b) Q2 vs. Current

Figure 10: Behavior of the quad gradients vs. current in the
FODO lattice after fitting to the desired tune, as calculated
by the moment method and the fast multipole method.

More specifically, the triplet case showed imaging proper-
ties were lost rapidly due to space charge. Spherical aberra-
tions like (x |x3) and (y |y3) also displayed significant mag-
nitudes. The FODO cell loses its stability quite rapidly with
current, particularly in the vertical plane. When the cell is re-
fitted, the bare tunes cannot be recovered exactly. Relaxing
the constraint of equal tunes leaves more options open.
Space charge has a complex role in even these two basic

examples. To control higher intensity beams, it is crucial we
understand it at a fundamental level. Extracting the space
charge map for analysis is a big step for beam dynamics at
the intensity frontier and advancing accelerator technology.
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BEAM DYNAMICS INFLUENCE FROM QUADRUPOLE COMPONENTS

IN FRIB QUARTER WAVE RESONATORS
∗

Z. He, Y. Zhang, Z. Zheng, Z. Liu, J. Wei, FRIB, Michigan State University, USA

Abstract

Non-axisymmetric RF cavities, such as quarter-wave res-

onators (QWRs), can produce axially asymmetric multipole

field components that can influence beam dynamics. For

example, dipole components can cause beam steering, an

effect that has been well known to the community since 2001.

However, higher order multipole field components, such as

quadrupole components, which have potential influence on

beam dynamics, have never received enough attention yet.

In this paper, we choose FRIB QWRs as an example and

quadrupole components are extracted by multipole expan-

sion. Then, influence of quadrupole components on a single

cavity is studied using thin lens model. After that, the in-

fluence of quadrupole components on a whole FRIB linac

segment one is studied, and effects such as transverse profile

ovalization and blow up of beam size are witnessed. Lastly,

a possible way of quadrupole components compensation for

FRIB driving linac is discussed.

INTRODUCTION

Non-axisymmetric RF cavities such as quarter-wave res-

onators (QWRs), half-wave resonators (HWR), spoke cavi-

ties and crab cavities, are now widely used in accelerators.

Because of their geometry, dipole terms, quadrupole terms

and other higher order multipole terms appear and can influ-

ence beam dynamics [1–4]. Dating back to 2001, A. Facco

first pointed out possible beam steering effect coming from

QWR and described the issue thoroughly in a later paper [1].

In the paper, a physics model is built to estimate the beam

steering effect, and an easy way to compensate the steering

effect using defocusing effect by shifting the beam axis is

proposed.

Besides dipole term which causes beam steering,

quadrupole term can cause beam shape deformation [2],

and higher order terms can introduce non-linear effect and

decrease dynamic aperture. By now, these effects haven’t

received enough attention yet. In this paper, we choose the

QWR at FRIB [5] as an example. A scheme is developed

to draw out multipole components through Fourier-Taylor

multipole expansion. Then, a thin lens model based on

transit time factor (TTF) [6, 7] is used to include multipole

components into traditional cavity model. After that, the

quadrupole effect is closely examined in both single cavity

and whole linac segment one (LS1). At last, the possibility

of self-cancelation of quadrupole components by fine tuning

of solenoid polarity is discussed. The first two section has

been discussed more thoroughly in our previous paper [8],

∗ The work is supported by the U.S. National Science Foundation under

Grant No. PHY-11-02511, and the U.S. Department of Energy Office of

Science under Cooperative Agreement DE-SC0000661

(a) (b)

Figure 1: Result of multipole strength curve for radial elec-

tric and magnetic field. (a) Radial electric field multipole

strength. Blue curve is focusing term, green curve is dipole

term, red curve is quadrupole term, and cyan curve is cubic

term. (b) Radial magnetic field multipole strength. Blue

curve is monopole term, green curve is dipole term, and red

curve is quadrupole term.

here, we just list some important results in order to complete

the whole story.

FIELD MULTIPOLE EXPANSION

FRIB QWR 3D field simulated by CST [9] is chosen as the

starting point and the numerical approach of Fourier-Taylor

multipole expansion is used to draw out the field multipole

terms. By expanding radial direction to Taylor series and

azimuthal direction to Fourier series in a polar coordinate

system, we are able to draw out multipole terms from a

certain transverse E&M field to any arbitrary order. The

process can be expressed as Eq. 1:





Fρ,nm (ρ,θ) = Fmax

∑∞
n,m=0 Pn AnmΘm

Pn = ρ
n

Θm = eimθ
(1)

By sampling all transverse plane along the longitudinal

direction, we can get a plot indicating multipole strength

along longitudinal direction, which is shown in Fig. 1.

MULTIPOLE THIN LENS MODEL

Assuming small thin lens kick, we can split the kick into

electric part and magnetic part of contribution:

∆y′ =
qeµ0

γm0

∫ t2

t1

Hx (x, y, z, t)dt +
qe

γm0 βc

∫ t2

t1

Ey (x, y, z, t)dt

= ∆y′H,y + ∆y
′
E,y (2)
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Figure 2: Prediction of quadrupole strength by model and

tracking vs. β, synchronous phase φs = −π/6 for β=0.085

QWR. Blue curve shows the total quadrupole strength calcu-

lated by model, green and cyan curve each stands for electric

quadrupole and 10 times magnetic quadrupole by model,

magenta curve shows result calculate from tracking, and red

curve shows 10 times the error between model and tracking.

q is the number of charge, e is the elementary

charge amount, m0 is the particle static mass, µ0 is the per-

meability, c is the speed of light. Then, we absorb the time

changing effect into the TTF factors and then we can easily

derive the formulation for calculating the multipole thin lens

kick:

∆y′E,y =
qe

γ β2m0c2

n
∑

i, j=0

ti jVi j (Ti jcosφ − Si j sinφ)

∆y′H,y =
qeµ0

γ βm0c2

n
∑

i, j=0

ti jUi j (Ti jcosφ − Si j sinφ)

(3)

Vi j (Ui j ) is the strength of the multipole term i, j with

a unit of Volt (Ampere). It is defined by integration of

multipole term strength along longitudinal direction. Ti j

and Si j is the transit time factors of multipole term i, j. φ is

the multipole phase. ti j is the coordinate transferring factor,

which is a constant for dipole term and is proportional to

coordinate for focusing and quadrupole term.

From now, we put our focus mainly on quadrupole com-

ponent. The term with i = 1, j = 2 stands for quadrupole

term. For vertical electric field, Emax (z) = Emax, ρ (z) =

Emax,θ (z), coordinate transferring factor ti j = y/ρmax ; for

magnetic field, Hmax (z) = Hmax, ρ (z) = Hmax,θ (z), ti j =
y/ρmax . Calculation of FRIB β = 0.085 QWR quadrupole

strength versus β can be seen in Fig. 2. Synchronous phase

is fixed at −π/6. Good agreement between model and par-

ticle tracking result has been confirmed. According to the

model, we can draw the conclusion that, quadrupole kick

mainly comes from electric field and there is nearly no con-

tribution from magnetic field. Quadrupole effect would be

damping with β growing and would be more significant

when at low β. The quadrupole polarity switched once at a

certain β.
By putting the multipole thin lens kick at their electric

center, it is easy to add multipole influence into traditional

(a) (b)

Figure 3: X-Px phase space and Y-Py phase space of a

KV distribution beam using tracking and model including

different multipole terms of β=0.085 QWR, particle β is

0.055; (a), X-Px phase space; (b), Y-Py phase space.

(a) (b)

Figure 4: Schematic plot of a single β=0.041 QWR cry-

omodule (a) and β=0.085 QWR cryomodule (b). Green

oval represents RF cavity and magenta rectangle represents

solenoid.

cavity model. Then, we track a whole cavity and compare

the result with 3D field tracking. The result can be seen in

Fig. 3. The β = 0.085 QWR is chosen, and a particular

particle β = 0.055, where quadrupole component is quite

large as indicated in Fig. 2, is used.

In Fig. 3, left figure is the X-Px phase space and right

figure is the Y-Py phase space, particle β equals 0.055, syn-

chronous phase is −π/6. Blue circle is the initial phase

space. Red triangle is the result from 3D field tracking.

Green square indicates phase space after adding defocusing

term. After adding steering term, phase space become cyan

star. After adding quadrupole term, phase space become

magenta cross, which is close to 3D field tracking, with error

down to 1% for momentum. As a result, we can see that,

quadrupole term of QWR would influence beam dynamics

significantly, and there is no way of modelling the beam to

a high precision if the the quadrupole term is neglected.

QUADRUPOLE INFLUENCE ON LS1

FRIB LS1 is using two kinds of QWRs, mainly β =
0.041 QWR and β = 0.085 QWR. The lattice is following

a cryomodule-based periodic structure, and each kind of

QWR corresponds to a certain kind of cryomodule. The

lattice for a single β = 0.041 or β = 0.085 cryomodule is

shown in Fig. 4. There are 3 β = 0.041 cryomodules and 11

β = 0.085 cryomodules in LS1. An all-solenoid transverse

focusing scheme is applied. The main advantage of all-

solenoid focusing lattice is that it preserves round shape of

a beam and provide convenience for beam matching.

where
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Figure 5: Benchmark thin lens model against IMPACT with-

out the quadrupole term and for a round injection beam.

Blue, X rms radius by thin lens model; Red, X rms radius by

IMPACT; Green, Y rms radius by thin lens model; Magenta,

Y rms radius by IMPACT.

Figure 6: Benchmark thin lens model against IMPACT with

the quadrupole term, and for a round injection beam, con-

stant solenoid polarity. Blue, X rms radius by thin lens

model; Red, X rms radius by IMPACT; Green, Y rms radius

by thin lens model; Magenta, Y rms radius by IMPACT.

Then, we extend our simulation to the whole LS1. For the

time being, we are using axisymmetric RF field. The model

for solenoid is the traditional hard-edge model. The result is

shown in Fig. 5. We can see that the model benchmarked

very well with IMPACT [10], and round input beam persists

to be round when no quadrupole term is considered.

Then, we can do the similar simulation by switching on the

quadrupole component. For IMPACT case, the 3D field par-

ticle tracking scheme is used, and for the model, quadrupole

thin lens kick is added. The result is shown in Fig. 6. As we

can see, both IMPACT and model show discrepancy between

x and y direction rms radius because of quadrupole effect,

the initial round input beam become oval in shape. And the

model is still good enough to benchmark with IMPACT with

3% of average error.

Transverse RMS plot alone isn’t good enough to measure

the ovalization effect quantitatively. Therefore, we define the

L/S parameter, which equals the ratio between long axis and

short axis for the oval shape transverse real space. We can

calculate the L/S parameter from any theta matrix element

by Eq. 4:

Figure 7: L/S line of constant solenoid polarity case.

L/S =

√

√

〈x2〉 + 〈y2〉 +
√

(〈x2〉 − 〈y2〉)2
+ 4〈xy〉2

〈x2〉 + 〈y2〉 −
√

(〈x2〉 − 〈y2〉)2
+ 4〈xy〉2

(4)

By using Eq. 4, we can calculate the L/S plot of Fig. 6,

which can be seen in Fig. 7. The maximum value of L/S is

around 1.45.

POSSIBILITIES OF SELF-CANCELATION

OF QUADRUPOLE COMPONENTS

A straight forward way of taking care of the quadrupole

component is to add correction quadrupoles at certain loca-

tion. However, in this chapter, we are going to talk about a

different way of self-cancelation of quadrupole components

by fine tuning of solenoid polarity.

The original idea comes from comparison between origi-

nal FRIB lattice design and updated FRIB lattice design. To

avoid too strong coupling between horizontal and vertical

direction, the original FRIB lattice is utilizing an alterna-

tive solenoid polarity scheme. However, after the insight of

quadrupole components in QWR cavities, we find out that

alternative solenoid polarity setting, which causes Larmor

frameto rotate back-and-forth, thus having a clear anisotropic

orientation, tends to add up quadrupole influence because

quadrupole components mostly have the same polarity ac-

cording to Fig. 2. The transverse rms size plot and L/S
parameter plot for alternative solenoid polarity case can be

seen in Fig. 8(a).

From Fig. 8(b), we can see that alternative solenoid polar-

ity increases ovalization of the beam. L/S parameter climbs

up to 1.9. That is why we decided to switch to constant

solenoid polarity lattice. With Larmor frame constantly ro-

tating towards the same direction, quadrupole components

can possibly be smeared out due to self-cancellation. From

Fig. 6 and Fig. 7, we can see that the scheme really works

well.

However, constant polarity and alternative polarity are just

two specific case of 239 possible settings of all 39 solenoids

in LS1. Constant polarity setting can provide perfect self-

cancellation only when Larmor frame is rotating fast enough

and when all quadrupole components have the same polarity
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(a)

(b)

Figure 8: Transverse rms size plot and L/S parameter plot

for a round injection beam, alternative solenoid polarity. (a)

Benchmark of thin lens model against IMPACT, Blue, X rms

radius by thin lens model; red, X rms radius by IMPACT;

Green, Y rms radius by thin lens model; Magenta, Y rms ra-

dius by IMPACT. (b) L/S line of alternative solenoid polarity

case.

and strength, which is quite far away from the real situa-

tion. So in theory, there could exist a better case where

the solenoid polarity are fine tuned to better cancel out the

quadrupole component. The schematic plot of the idea is

shown in Fig. 9. If we come to a situation described by Fig.

9, we get two choice to rotate the beam according to the

solenoid polarity, and rotating the beam counter clockwise

would be better than clockwise. The real situation is not that

simple and straight forward and a global optimization would

be preferred.

Because we’ve got 39 solenoids and two possible polar-

ity for each solenoid, we are solving a global optimization

problem with 39 dimension and two possible value for each

dimension. Thus, the Genetic Algorithm [11] is chosen as

the global optimization algorithm. The characteristic vol-

ume (defined by mean value times standard deviation times

maximum value) of L/S plot is chosen as the minimizing

target. Thin lens model, which takes 50 ms per run is used

instead of IMPACT, which uses particle tracking and is much

slower, in the searching process. Fig. 10 shows one of the

optimized cases.

From Fig. 10, we can see that, the quadrupole term largely

got suppressed and transverse beam profile becomes closer to

Figure 9: Schematic plot of possibility of self-cancelation

of quadrupole component.

(a)

(b)

Figure 10: Transverse rms size plot and L/S parameter plot

for a round injection beam, optimized solenoid polarity. (a)

Benchmark of thin lens model against IMPACT, Blue, X

rms radius by thin lens model; red, X rms radius by IM-

PACT; Green, Y rms radius by thin lens model; Magenta, Y

rms radius by IMPACT. (b) L/S line of alternative solenoid

polarity case.
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circle, the maximum L/S parameter drops to around 1.2. The

result confirms that it is possible to achieve self-cancelation

of quadrupole components by fine tuning of solenoid polar-

ity, and no extra component for correction is really needed.

However, we found out that, the global optimization

method doesn’t always give a fixed pattern, which implies

that the optimum solenoid setting may not be stable and uni-

versal enough to be realistic and useful. Further study of the

physics behind the scheme of self-cancelation of quadrupole

components is needed before we can get something really

useful.

CONCLUSION

Quadrupole components in non-axisymmetric RF cavities

have been modelled by thin lens model which is based on

multipole expansion of numerical 3D field. FRIB β = 0.085

QWR has been chosen as an example and we show the im-

portance in taking quadrupole term into consideration when

building the right linear model for the QWR. Study of the

whole LS1 of FRIB indicates quadrupole term would signif-

icantly ovalize the originally round beam, and the amount

of ovalization would highly depend on solenoid polarity. A

comparison between constant solenoid polarity and alter-

native solenoid polarity shows that the constant solenoid

polarity setting has less ovalization. A genetic algorithm

is developed to further exploit the possibility of better self-

cancelation of quadrupole component by fine tuning the

solenoid polarity. An optimized solenoid polarity pattern

shows better self-cancelation and the beam profile becomes

closer to circle. More physics study is needed in order to

come up with a universal and stable solenoid polarity pattern

which can be useful.
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SIMULATIONS OF THE HEAD-TAIL INSTABILITY ON THE ISIS 

SYNCHROTRON 

R.E. Williamson, D.J. Adams, B. Jones, C.M. Warsop, ISIS, STFC, RAL, UK 

V. Kornilov, GSI, Darmstadt, Germany 

Abstract 
ISIS is the pulsed spallation neutron and muon source 

at the Rutherford Appleton Laboratory in the UK. 
Operation is centred on a loss limited 50 Hz proton 
synchrotron which accelerates 3×1013 protons per pulse 
(ppp) from 70 MeV to 800 MeV, delivering a mean beam 
power of 0.2 MW.  

Present studies are focussed on key aspects of high 
intensity beam dynamics with a view to increasing 
operational intensity, understanding loss mechanisms and 
identifying possible upgrade routes. Of particular interest 
is the head-tail instability observed on ISIS, which is 
currently a main limitation on beam intensity. 

This paper presents initial simulations using 
HEADTAIL to compare with experimental data taken on 
the ISIS synchrotron. The details and assumptions of the 
impedance model and simulations are discussed. Plans for 
future head-tail measurements, simulations and analysis 
are outlined. 

INTRODUCTION 

The transverse head-tail instability represents a possible 
intensity limit for bunched beams in many synchrotrons 
including ISIS and its proposed upgrades. The standard 
theory of Sacherer [1] does not include space charge and 
associated incoherent tune spreads. However, recent 
works [2, 3, 4] have proposed theoretical models to treat 
head-tail motion in the presence of space charge. In 
parallel with this, numerical simulations are required to 
analyse beam behaviour with various collective effects 
included, as noted in [5]. 

ISIS Synchrotron 
ISIS operations centre on a rapid cycling synchrotron 

(RCS) which accelerates 3×1013 protons per pulse (ppp) 
from 70 MeV to 800 MeV on the 10 ms rising edge of a 
sinusoidal main magnet field. Injection is via charge 
exchange of a 70 MeV, 25 mA H- beam over ~130 turns 
of the falling main magnet field just prior to field 
minimum. The unchopped, injected beam is non-

adiabatically bunched by the ring dual harmonic RF 
system (DHRF, h = 2 and 4). Nominal betatron tunes are 
(� , � ) = (4.31, 3.83), with peak incoherent tune shifts 
exceeding ~0.5. The intensity is loss limited with 
longitudinal trapping, transverse space charge and the 
head-tail instability being the main driving mechanisms.  

Observations on ISIS have shown that the two proton 
bunches develop coherent vertical growth approximately 
2 ms into the acceleration cycle [6]. The growth is 
suppressed by ramping the vertical tune away from the 
integer (�  = 4) during that time. However the growth 

rate scales strongly with intensity and lowering the tune 
further tends to increase loss associated with the half 
integer resonance [7]. Work is ongoing to develop a beam 
feedback system [8] to damp the instability. Recent 
studies have shown that the instability is present both with 
just the fundamental (h = 2) RF system [6] as well as with 
the DHRF system.  

This study presents initial simulations of low intensity 
head-tail dynamics using HEADTAIL [9] to compare with 
experimental data using single harmonic RF on the ISIS 
synchrotron. Calculations of chromatic phase shifts and 
growth rates from Sacherer theory [1] are compared to 
HEADTAIL results. Plans for future experimental studies 
alongside simulation and theory work are outlined.  

SACHERER THEORY 

A non-zero value for the chromaticity, �, results in a 
momentum dependent betatron tune and an accumulated 
phase shift along the bunch � =  ��� � �⁄ , where � is 
the tune, �  is the angular revolution frequency, � is the 
bunch length in time and � = ͳ ⁄  ߛ − ͳ ⁄ ߛ . This 
chromatic phase shift determines the head-tail mode 
structure observed through the form factor shown below. 

An impedance acting on a beam can introduce a real 
frequency shift, through its reactive component, as well as 
instability from its resistive part. The instability growth 
rate may be calculated for a coasting beam from the 
equation of motion for a single particle acted on by an 
impedance. For a bunched beam, the coasting beam 
growth rate is modified by a sum over the bunch mode 
spectra. The instability frequency shift [1] is given by  

∆� = ͳͳ + � �) ሺ�ሻℎ �∑ � � �ߛߚ� ��ʹ� − � )∑ ℎ (� − � )  , (1) 

where � is the oscillation mode number, �  is the rest 
mass, �  is the bunch current, �  is the bunch length in 
metres, � ሺ�ሻ is the transverse impedance as a function 
of frequency, ℎ (� − � ) is the envelope of the bunch 
line spectrum 

ℎ ሺ�ሻ = ሺ� + ͳሻ � ʹ� ͳ ± cos��[ሺ�� �⁄ ሻ − ሺ� + ͳሻ ]   (2) 

where  � is the bunch length in seconds. The associated 
growth rate from equation 1 is �   = −Imሺ∆� ሻ. 

The resistive wall impedance is thought to be the main 
driving impedance of the head-tail instability on ISIS. The 
impedance becomes large for small � predicting large 
growth rates for the lowest betatron sideband when � is 
just below an integer. It can therefore be approximated by 
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a narrowband impedance where only one frequency 
contributes to the summation in the numerator of 
equation 1. The summation can then be replaced by the 
impedance at the lowest sideband frequency (�  ) 
multiplied by a form factor � , 

∆� = ͳͳ + �  ሺ�ሻ , (3) �  � � � �ߛߚ� ��ʹ�

where �  is shown in igure 1 for the first few modes and 
is given by 

� ሺ�ሻ = ℎ ሺ�ሻ∑ℎ ሺ�ሻ  . (4) 
 

 

Figure 1: Form factor �  (defined in equation 4) as a 
function of the chromatic phase shift � for modes 0 to 4. 

EXPERIMENTAL OBSERVATIONS 

ISIS currently operates at the natural value of the 
machine chromaticity (�  = �  = -1.4, [10]). The 
impedance acting on the beam leads to a coherent vertical 
instability early in the 10 ms acceleration cycle. 
Measurements were taken at a vertical position monitor 
over 0 - 5 ms during acceleration. A low intensity beam 
(5 × 1012

 ppp) was injected as a simple case, minimising 
complications due to space charge, to compare with the 
theoretical model described above. As there is currently 
no theory to describe head-tail motion for the case of dual 
harmonic RF, measurements were made in the more 
straightforward single harmonic (h = 2) case. The vertical 
tune was increased at 2 and 2.5 ms to 3.87 and 3.75 
respectively (from 3.84 and 3.73 for normal single 
harmonic RF operation) to induce stronger head-tail 
behaviour.  

Figure 2 shows a typical position monitor sum and 
difference signal over several turns showing clear head-

tail motion with mode m = 1, one displacement node 
along the bunch. Using the tune and natural chromaticity 
we obtain χ = 9.11 rad. However, putting this into the 
form factor, equation 3, this corresponds to a larger 
growth rate for m = 2 mode with a smaller contribution 

from m = 1 mode, see Figure 1. A modified theory that 
could explain this observation may be found in [6]. 

 

Figure 2: Sum (green) and difference (blue) vertical 
position monitor signals over several turns at ~1 ms 
through the ISIS acceleration cycle. 

 

Figure 3: Vertical position monitor sum signal, 
longitudinal pulse shape as a function of turn from ~1 ms. 
Red denotes high beam density and blue, no beam. 

 

Figure 4: Vertical position monitor difference signal as a 
function of turn from ~1 ms. Red denotes large positive 
beam offset, blue negative offset and green zero offset. 

Figures 3 and 4 show waterfall plots of the vertical 
position monitor sum and difference signals respectively 
for both bunches from ~1–1.5 ms through the ISIS 
acceleration cycle. During this time the RF frequency 

F
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sweeps between 1.43 – 1.53 MHz. The frequency sweep 
has been removed from Figures 3 and 4. 

Figure 3 clearly shows that there is sustained non-

uniform longitudinal structure. This indicates non-optimal 
longitudinal capture and bunching and could influence the 
head-tail mechanism. However, the instability growth rate 
is much faster than the longitudinal motion and, as shown 
in Figure 4, the m = 1 mode is persistent over many 
hundreds of turns despite the non-uniform longitudinal 
behaviour and ramping RF frequency. Therefore it is 
reasonable to assume that these do not play a significant 
role in the head-tail motion. Figure 4 also shows that there 
is strong coupling between the two bunches. 

SIMULATIONS 

The macro-particle simulation code HEADTAIL [9] 
was used to perform comparative simulations of the low-

intensity head-tail behaviour seen on ISIS with single 
harmonic RF. The code utilises a simple smooth focussing 
model for transverse motion and applies wakefield kicks 
to simulate the interaction of the beam with its 
environment.  

It is noted that the HEADTAIL code, and most 
theoretical models, assume β ~ 1. However, head-tail 
behaviour on ISIS is observed at much lower β values 
(β ~ 0.4). The importance of this is currently being 
investigated. 

For initial simulations, parameters at 1 ms were 
assumed with intensities and tunes as per the experiment. 
Longitudinal motion was simulated with single harmonic 
RF and acceleration. The thick resistive wall wakefield 
was assumed with the wake function [5], 

�  ሺ�ሻ = ⁄  (�ߚ) ܾ  �ܿ− √ � ��   , (5) 

where �   is the length of the resistive wall, ܾ is the 
beampipe radius, �  is the impedance of free space and �   is the pipe conductivity.  

Measurements at ISIS have shown the impedance to be 
~200 kΩ/m at 110 kHz [11]. The thick-wall 
approximation underestimates this impedance as, at low 
frequencies, the skin depth becomes comparable to or 
larger than the pipe thickness and the thick-wall 
approximation is no longer valid. However, a wakefield 
interpretation of thin resistive wall has not yet been 
implemented in HEADTAIL. Instead, for these initial, 
exploratory simulations, the conductivity has been 
modified to artificially match the impedance at the 
dominant frequency harmonic. 

Figures 5 and 6 show the simulated vertical difference 
signal over several turns and maximum vertical amplitude 
over 800 turns. The pattern in Figure 5 shows a m = 2 
mode oscillation which is consistent with theory given the 
chromatic phase shift along the bunch. However, it is 
noted that the growth rate in Figure 6 is much faster than 
predicted using equation 1 (e-folding time constant of 

160 µs as compared to 2.24 ms respectively). In 
comparison, the experimental growth rate is much closer 
to the simulated value of order 100 µs. 

 

Figure 5: Simulated vertical difference signal over the last 
20 turns of the simulation with nominal tune at 1 ms. 

 

Figure 6: Simulated maximum vertical offset over 800 
turns (blue) with exponential fit (red).   

Chromaticity Scan 
In order to compare better the simulation results to 

theory, the chromaticity in HEADTAIL was scanned from 
zero to the operating, natural chromaticity whilst holding 
all other parameters constant. ISIS does not currently 
have the capability to control chromaticity so no 
experimental comparisons were possible. Results are 
summarised in Figures 7 – 12.  

Figures 7 and 8 show head-tail behaviour with zero 
chromaticity. This leads to strong m = 0 mode vertical 
motion as is predicted from Figure 1 with χ = 0. The 
growth rate fit in Figure 7 produces an e -folding time of 
26 µs. Using the narrowband assumption, theory predicts 
a much slower e-folding time of 473 µs.  

 

Figure 7: Left - Simulated vertical difference signal over 
the last 20 turns. Right - Maximum vertical offset over 
800 turns (blue) with exponential fit (red) for ξ = 0.  
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The vertical offset from bunch centre for the zero 
chromaticity case is shown as a function of longitudinal 
phase space in Figure 8 for 2000 sample particles. A 
banded structure is clearly visible across the phase space. 
Further analysis may allow the ideas of Rees [6] to be 
explored in more detail. 

 

Figure 8: Longitudinal phase space on turn 780 (left), 790 
(centre) and 800 (right) for ξ = 0. Colour denotes vertical 
offset for 2000 sample particles from negative (blue) to 
positive (red) with respect to centre. 

Figures 9 and 10 show results of HEADTAIL 
simulations for an ISIS chromaticity of -0.82. According 
to theory this results in a maxima for m = 1 head-tail 
motion. This is borne out in Figure 9 with one node, 
although m = 0 and 2 are also present with similar yet 
smaller growth rates to the dominant m = 1 mode. As 
previously, the simulated growth rate is much faster than 
in theory (an e-folding time of 62 µs as compared to 
1.41 ms). 

 

Figure 9: Left - Simulated vertical difference signal over 
the last 20 turns. Right - Maximum vertical offset over 
800 turns (blue) with exponential fit (red) for ξ = -0.82 
(χ = 5.31 rad). 

 

Figure 10: Longitudinal phase space on turn 780 (left), 
790 (centre) and 800 (right) for ξ = -0.82. Colour denotes 
vertical offset for 2000 sample particles from negative 
(blue) to positive (red) with respect to centre. 

Figure 10 shows the vertical offset as a function of 
longitudinal phase space. The displacement structure 
across the phase space suggests more complicated motion 
of the higher mode. 

Figures 11 and 12 show results from HEADTAIL 
simulations for ISIS with a chromaticity of -1.2. Sacherer 
theory suggests a strong m = 2 mode which is shown 
clearly in Figure 11. From Figure 11 the fitted e-folding 
time is 140 µs, much faster than that calculated from 
theory, 2.37 ms. 

 

Figure 11: Left - Simulated vertical difference signal over 
the last 20 turns. Right - Maximum vertical offset over 
800 turns (blue) with exponential fit (red) for ξ = -1.2 
(χ = 7.83 rad). 

 

Figure 12: Longitudinal phase space on turn 780 (left), 
790 (centre) and 800 (right) for ξ = -1.2. Colour denotes 
vertical offset for 2000 sample particles from negative 
(blue) to positive (red) with respect to centre. 

Figure 12 shows the vertical offset as a function of 
position in longitudinal phase space for ξ = -0.82. There is 
clear non-uniform structure present with different 
displacement patterns from lower values of chromaticity. 

The difference in the predicted growth rate from theory 
and that calculated from simulation may be due to the 
large changes in the thick resistive wall impedance at low 
frequencies. A small shift in frequency can cause a much 
larger change in impedance. This will be the subject of 
further study. 

SUMMARY  
Head-tail instability has been identified on the ISIS 

synchrotron and is a key intensity limit for operations. A 
sample of a recent experimental study into the simplified 
case of low intensity, single harmonic RF driven head-tail 
at ISIS has been presented together with current theory 
based on work by Sacherer [1]. As previously noted [6], 
the head-tail mode observed on ISIS does not match 
predictions from theory. 
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Complementary to these studies work has begun on 
developing a beam feedback system to damp 
instabilities [8]. The proposal sees the installation of two 
identical strip-line monitors, one to be used as a pick-up 
and the other as a kicker. 

Initial HEADTAIL [9] simulations have been compared 
to the experimental results and theoretical calculations. 
The mode structure observed in simulation results has 
been shown to conform to the theory of Sacherer as 
chromaticity is varied. However, the growth rates 
calculated from simulated data are much faster than 
predicted from theory but are of the same order of 
magnitude as that observed experimentally. It is thought 
this may be due to the limitations of the impedance model 
used and approximations to a narrowband impedance as 
other, higher harmonics may be important.  

FUTURE WORK 

A key first step is to make measurements of the 
resistive wall impedance on ISIS. These are planned using 
coasting beams in storage ring mode, with the main 
magnet field set at a DC level appropriate for the 70 MeV 
injected beam and RF systems switched off. As outlined 
above, the precise impedance model can cause large 
changes in beam dynamics and instability. These valuable 
additions to our existing models will inform further 
experiments, simulations and influence the design of the 
planned damping system. 

Simulation work is planned to understand better both 
the HEADTAIL implementation and its relation to the 
theory of Sacherer. An existing in-house longitudinal 
code [12] may be modified to implement smooth 
focussing transverse motion and include a model of the 
resistive wall impedance. Results will then be compared 
to theory, experimental results and those of HEADTAIL. 
It is also planned to analyse the experimental and 
simulation data with reference to the theory of Rees [6].  

Once the case of low intensity, single harmonic RF 
driven head-tail is understood, studies will move toward 
high intensity single harmonic behaviour. This will 
require the addition of a model of transverse space charge 
in simulations. Finally, it is planned to investigate dual 
harmonic RF head-tail where there is currently no theory 
to describe the observations. 
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IMAGE FIELDS IN THE RECTANGULAR VACUUM VESSELS OF THE

ISIS SYNCHROTRON

B.G. Pine, ISIS, RAL, STFC, UK and JAI, Oxford, UK

C.M. Warsop, ISIS, RAL, STFC, UK

Abstract

ISIS is the pulsed spallation neutron source based at

Rutherford Appleton Laboratory in the UK. Operation is

based on a 50 Hz, 800 MeV proton synchrotron, accelerating

up to 3 × 1013 protons per pulse, which provides beam to

two target stations. Space charge effects contribute signifi-

cantly to beam loss. Fields from the intense beam interact

strongly with their environment. At ISIS the vacuum vessel

is rectangular and profiled to follow the shape of the design

beam envelope.

Past studies have suggested that closed orbit induced im-

age fields may contribute to beam loss under certain condi-

tions. Image fields for parallel plate and rectangular geome-

tries are reviewed, in particular their expansion as power

series is determined. A simulation tool has been developed

for particle tracking with space charge. The code contains

both Fast Fourier Transform and Finite Element Analysis

based field solvers, which have been used here to test the

range of validity for the power series expansions for centred

and off-centred beams.

These expansions are then used to determine driving terms

for the transverse beam motion. Of particular interest for

ISIS is the resonant behaviour of beams with a harmonic

closed orbit, which can be compared with the output of beam

tracking simulations.

INTRODUCTION

At the highest intensities it is believed that image forces

from off-centred beams can contribute to losses on ISIS [1,2].

These beam losses are difficult to isolate during normal

operation of the facility. Therefore a program of analysis

and simulation has been established in order to describe the

effect of image forces and try to estimate the level of beam

loss they could potentially cause. In the future it is hoped

that a better understanding of the image forces may allow

them to be identified experimentally. Analyses for parallel

plate and rectangular geometry including centred and off-

centred beams are reviewed. The results are then compared

with the output of particle-in-cell (PIC) simulations.

The ISIS rapid cycling synchrotron (RCS) accelerates a

high intensity beam at a fast repetition rate of 50 Hz. The

synchrotron has a circumference of 163 m. It is composed of

10 super periods, with specialised sections for injection, ex-

traction and collimation. The peak incoherent tune shifts are

0.5 or larger in both planes. Many different loss mechanisms

may contribute to beam loss at any particular point in the

machine cycle, especially during the time between injection

and bunching of the beam, when space charge forces peak.

In order to gain insight into the individual loss processes it is
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Figure 1: Apertures and envelopes for one super period of

the ISIS RCS: (top) horizontal, (bottom) vertical.

helpful to separate out different effects to study. For the pur-

pose of the present paper attention is focused purely on the

transverse plane, and in particular a geometrical approach

to the image forces.

ISIS has rectangular vacuum vessels and RF shields whose

cross section runs parallel to the design beam envelope in

both planes (Figure 1). Of particular interest for ISIS are

the higher order image terms due to off-centered beams. It

has been suggested that these may affect beam loss at the

highest intensities [1].

IMAGE FIELDS IN PARALLEL PLATE

AND RECTANGULAR GEOMETRY

Image Terms due to Laslett

Following Laslett [3], parallel plate geometry is used as

an approximation to rectangular. For a beam centred at y1

between two infinite parallel plates at ±h and a field point at

y as shown in Figure 2, there are an infinite series of images

above and below the beam. Conformal mapping may be

used to transform to a new system where the images are
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Figure 2: Parallel plate geometry before conformal mapping.
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Figure 3: Parallel plate geometry after a conformal mapping

into the real axis.

easier to obtain. The transformation z′ = eπ (z+ıh)/2h carries

points 1 - 5 from Figure 2 into the real number line in z′ as

shown in Figure 3.

The potential due to a line charge is W = −2λ ln |z |

W = −2λ(ln
�
�
�
eıπ (y+h)/2h − eıπ (y1+h)/2h ��

�

− ln
�
�
�
eıπ (y+h)/2h − e−ıπ (y1+h)/2h ��

�
).

The real potential is obtained from this

U = −2λ ln
�
�
�
�
�

sin(πy/2h) − sin(πy1/2h)

1 + cos(π(y + y1)/2h))

�
�
�
�
�
. (1)

Equation 1 is exact. The answer is then approximated using

power series expansions. Expanding to second order

U ≃ −2λ



ln
�
�
�
�
�

π(y − y1)

4h

�
�
�
�
�
+
π2(y2 + 4yy1 + y

2
1
)

48h2



 .

The first term is the potential of a bare line charge, the second

is Laslett’s expansion for images between parallel plates.

While real, high intensity beams are not point like, the image

terms are still a reasonable approximation if the beam is far

enough away from the chamber wall.

If Laslett’s image term is differentiated with respect to y

we obtain the image component of the electric field

Ey ≃ −2λ
π2

48h2
(2y + 4y1) .

Changing variables to ȳ = y1 and ŷ = y − y1 then gives

Ey ≃ −2λ
π2

48h2
(2ŷ + 6ȳ) .

Laslett’s image co-efficients are divided by 4 to obtain ǫ1 =
π2

48
for images due to the offset of the field point from the

centre of the beam (known as the incoherent term), and

ξ1 =
π2

16
for images due to the offset of the beam from the

centre of the beam pipe (known as the coherent term), finally

giving for the electric field due to images

Ey ≃ −4
λ

h2
(ǫ1 ŷ + ξ1 ȳ) . (2)

Expansion due to Baartman

Baartman [2] starts with Equation 1, but expands the

power series to the 5th power to obtain

U ≃ −2λ(ln
�
�
�
�
�

π(y − y1)

4h

�
�
�
�
�
+
π2(y2 + 4yy1 + y

2
1
)

48h2

+
π4(7y4 + 32y3

y1 + 42y2
y

2
1

+ 32yy3
1

+ 7y4
1
)

23040h4
).

Leaving out the term due to the free line charge and differ-

entiating with respect to y to get Ey

Ey =
λπ2

24h2
(2y + 4y1)+

λπ4

11520h4
(28y3 + 96y2

y1 + 84yy2
1 + 32y3

1 ).

Baartman then rearranged this in terms of ȳ = y1 and ŷ =

y − y1 to give

Ey =
λπ2

24h2
(2ŷ + 6ȳ)+

λπ4

11520h4
(28ŷ3 + 180ŷ2

ȳ + 360ŷ ȳ2 + 240ȳ3)

=
λπ2 ŷ

12h2 +
λπ2 ȳ

4h2 +
28λπ4 ŷ3

11520h4 +
λπ4 ŷ2 ȳ

64h4 +
λπ4 ŷ ȳ2

32h4 +
λπ4 ȳ3

48h4 .

The first two terms are Laslett’s linear image terms. The

others represent non-linear terms which are functions of

both the distance of the field point from the beam centre,

and the beam centre offset from the origin. It is these higher

order terms that Rees, Prior [1] and Baartman suggested as

a source of closed orbit image driven losses at ISIS.

Elliptical Function Solution due to Ng

Ng also uses conformal mapping to derive the potential

but then uses elliptical functions, K (k), to solve for the exact

solution with a rectangular boundary [4, 5]. For a centred

beam the elliptical functions simplify to (see Equation 3.109

from [5]):

sn

(

K (k′)

2
, k′

)

=

1
√

1 + k
,

cn

(

K (k′)

2
, k′

)

=

√
k

√
1 + k

,

dn

(

K (k′)

2
, k′

)

=

√
k .
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Figure 4: Mesh for Poisson solvers: (left) FFT solver using

finite difference approach, (right) FEA solver using iterative

relaxation.

The nome for rectangular geometry is q = e−2πω/h . The

argument of the doubly periodic functions can be approx-

imated if the ratio of the vacuum vessels satisfies certain

conditions:

k2
= 16q(1−8q+44q2−192q3+718q4−2400q5+7352q6

− 20992q7 + 56549q8).

K (k) =
π

2

[

1 +
1

4
k2 +

9

64
k4 + O(k6)

]

.

Following these steps a simple estimate may be made for the

image co-efficient for a centred beam cf. Equation 2

ǫ1 =
K2(k)

12
(1 − 6k + k2).

SIMULATION MODEL

In this section the Poisson solvers are presented and some

initial results demonstrated, then in the next sections they

are used to investigate the different models that have been

introduced. The simulation model allows the generation of a

beam distribution in a rectangular boundary, and calculation

of the resulting potential and electric fields. Two Poisson

solvers were compared for this task, one using a rectangular

mesh with a Fast Fourier Transform (FFT) solver and the

other using a triangular mesh and a Finite Element Analysis

(FEA) solver, see Figure 4. The solvers are from the beam

tracking code, Set [6].

The FFT solver was originally created to solve for the

potential of beam fields in the ISIS conformal vacuum ves-

sel. The FEA solver was added to allow the calculation of

beam fields in other geometries. Their main requirements

are speed and accuracy, as normally they have to solve for

beam potentials hundreds of times per simulated turn in

the beam tracking code, Set. The FFT solver uses matrix

methods to directly solve for the potential, while the FEA

solver uses an iterative relaxation approach. For these simu-

lations a KV beam distribution was used as it has a linear

space charge force which can easily be compared with theory.

5 × 105 macro particles were used for each of the simula-

tions as this number gave acceptably low statistical noise.

Figure 5 (left) shows a scatter plot of the particles in a square

aperture, while Figure 5 (right) shows a density plot of the

same. Figures 6 and 7 show the potential and electric fields

calculated from a KV beam in a square aperture. Figure 8

shows the horizontal and vertical fields on lines through

Figure 5: (Left) KV distribution in a square aperture showing

104 particles, (right) density plot of the KV distribution.

Figure 6: 3D plot of potential due to KV beam in square

aperture, units ǫ0 V.

the centre of the beam, compared with the calculated fields

for a KV beam. There was an excellent level of agreement

between the FFT and FEA solvers for both the obtained

potential and fields, presented more fully elsewhere [7].

Results for Centred Beam

The range of validity for the parallel plate approximation

was compared with the full rectangular geometry solution.

In this case a centred beam was investigated, so only the

image terms due to a centred beam were considered. An

image co-efficient equivalent to Laslett’s (Equation 2) could

be obtained by taking the gradient of the electric field across

the beam. A linear fit provided the best match to the image

co-efficient. Baartman’s expansion only adds very small

terms to the solution for a centred beam. A set of simulations

was run in which the beam pipe width was varied from 75 to

300 mm while the height was held constant at 100 mm. The

beam radius was 50 mm. Image coefficients were calculated

from each simulation and the results plotted in Figure 9,

along with Laslett’s prediction for a centred beam between

parallel plates. Laslett’s image term is the solution that

the simulation tends to as the ratio of horizontal to vertical

beam pipe size becomes larger. As Laslett’s solution is for

infinite parallel plates this is to be expected. It is also clear

that Laslett’s solution is the “worst case scenario” and so

represents a pessimistic estimate, useful for machine designs

where one wants to err on the side of caution. It is also

interesting that the incoherent image term approaches zero

when the beam pipe ratio is 1.

Ng’s solution was also compared with these results, also in

Figure 9. As can be seen this value for the image coefficient

had an excellent agreement with the simulation results.
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Figure 7: Fields produced by FFT solver: (left) horizontal

and (right) vertical, units ǫ0 V / mm.

Figure 8: Fields produced by FFT and FEA solvers, com-

pared with those for a KV beam in free space: (left) hori-

zontal axis and (right) vertical axis.

Results for Off-Centred Beam

For these results, in addition to scanning the beam pipe

aspect ratio between 0.75 and 3, the beam offset from centre

was varied between 0 and 30 mm in steps of 5 mm. In each

case the electric fields along the horizontal and vertical axes

of the beam were recorded. For an off-centred beam the

higher order image terms become significant. Baartman

introduces the higher order image coefficients κ in [2] as

follows

Eyimage

4λ
= ǫ1

ŷ

h2
+ ξ1

ȳ

h2
+ κ30

ȳ
3

h4
+ κ21

ŷ ȳ
2

h4

+ κ12

ŷ
2
ȳ

h4
+ κ03

ŷ
3

h4
+ ... (3)

A third order polynomial function with respect to ŷ was fitted

to the electric field obtained from the simulations. Further

Figure 9: Results for a scan of beam pipe width from 75 -

300 mm, while height is held fixed at 100 mm. Laslett and

Ng’s image co-efficients for a centred beam compared with

simulations.

Figure 10: Laslett’s image co-efficient for an off-centred

beam, as a function of beam pipe aspect ratio from 0.75 - 3,

compared with simulations.

Figure 11: The higher order image term κ21 as a function of

beam pipe aspect ratio from 0.75 - 3.

fitting was carried out to obtain functions with respect to ȳ

in order to obtain the values of the κ terms from Equation 3.

Errors were calculated by generating 10 sets of additional

values at beam pipe aspect ratios of 1 and 3, and the averages

taken. These errors are representative of noise in the KV

beam. The same method was used for the errors in the

previous section.

Figure 10 shows the value of the coherent image term ξ1
as the beam pipe aspect ratio was scanned from 0.75 to 3.

Laslett’s value for the coherent term of π2

16
is also included.

As can be seen the simulation results approach Laslett’s

solution as the beam pipe aspect ratio becomes close to 2.

However, where the ratio is around 1 the coherent term is

nearer to half of this value.

Figure 11 shows the simulation results for the κ21 term

from Equation 3. This is a quadrupole term whose strength

is proportional to the square of the closed orbit offset. Rees,

Prior and Baartman [1, 2] believed it could be responsible

for some intensity dependent loss at ISIS. As can be seen

from the plot, This term peaks where the beam pipe aspect
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Figure 12: The higher order image term κ12 as a function of

beam pipe aspect ratio from 0.75 - 3.

ratio is near to 1, and therefore where ǫ1 and ξ1 are smallest.

While it is a small contribution to the overall image forces

further work is required to explore its role in beam dynamics

and loss.

There is also a sextupole term whose strength is propor-

tional to the closed orbit offset, κ12. The results for this term

are shown in Figure 12. This term also peaks where the

beam pipe aspect ratio is near to 1. Again as this is where

ǫ1 and ξ1 are smallest there may be an observable effect on

the beam dynamics.

In each of these cases the higher order image terms from

the simulations did not tend to the parallel plates result which

was obtained by Baartman. The reason for this is under

investigation.

Image terms were also explored in the vertical plane (if the

beam offset is in the horizontal plane). In the vertical plane

ǫ1 was equal to minus the value horizontally, as expected.

ξ1 and κ21 had values indistinguishable from zero, while

κ30, κ12 and κ03 all had finite values. This will be explored

further in future work.

CONCLUSION

Theory for centred and off-centred beams in parallel

plates, and for centred beams in rectangular geometry has

been reviewed. Image term co-efficients, including the co-

herent and incoherent terms due to Laslett and Ng, as well

as higher order terms due to Baartman have been identified.

A systematic simulation study including both FFT and

FEA PIC solvers has been carried out to obtain these im-

age terms numerically. There is a high level of agreement

between the two functionally different solvers. The results

of these simulations have been compared with theoretically

obtained values.

For the case of a centred beam, a linear fit to the image

terms is sufficient and this tends to Laslett’s incoherent term

as the beam pipe aspect ratio diverges. For a beam pipe

aspect ratio greater than 2 Laslett’s term is a close approxi-

mation to the image term. Ng’s elliptical function solution

for centred beams is an extremely good fit for the incoherent

term generally, and describes it well when the beam pipe

aspect ratio is near to 1.

When the beam is off-centre additional higher order image

terms become evident. Laslett’s coherent term is a good fit if

the beam pipe aspect ratio is greater than 2. However when

the beam pipe aspect ratio is near to 1, as it is on ISIS, this

term is about half of Laslett’s value.

Baartman describes the high order terms as κ terms. Of

these, κ21 and κ12 have their greatest value when the aspect

ratio is near to one, which is comparable to the situation

on ISIS. While these terms are small it is possible that they

have an effect on beam dynamics and this will be explored

further.

Additionally there are equivalent image terms in the or-

thogonal (vertical) plane. Their contribution to beam dy-

namics likewise requires further study.

FURTHER WORK

High order image driving terms have been identified. The

next step is to use these driving terms to predict the strength

and stop-band width of associated resonances. The results

of this analysis can then be compared with PIC simulations

including the relevant dynamics. Ultimately it is hoped

that any image related dynamic effects may be observed

experimentally on ISIS.

Additionally further work is planned exploring Ng’s el-

liptical function solution for off-centre beams, and seeing if

this approach may provide another way to gain access to the

high order image terms.
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STUDIES OF LOSS MECHANISMS ASSOCIATED WITH THE HALF 

INTEGER LIMIT ON THE ISIS RING 

C.M. Warsop, D.J. Adams, B. Jones, B.G. Pine, H.V. Smith, C. Wilcox, R.E. Williamson                
RAL, Oxfordshire, UK

Abstract 
ISIS is the spallation neutron source at the Rutherford 

Appleton Laboratory in the UK. The facility centres on an 

800 MeV rapid cycling proton synchrotron, which 

provides 0.2 MW of beam power operating at high levels 

of transverse space charge (peak incoherent tune shift 

~ 0.5), but with low loss. Half integer resonance is 

considered to be a main driver for loss that limits the 

intensity in high power, medium energy proton rings like 

ISIS. However, the detailed mechanisms causing loss as 

the half integer limit is approached are not well 

understood, particularly in the context of a real machine. 

In this paper we report progress on experiments on the 

ISIS synchrotron inducing half integer loss, comparing 

with detailed simulations, and attempts to relate these to 

simplified theoretical and simulation models. Studies here 

concentrate on 2D coasting beams, with a view to 

extending later to the more complicated 3D, bunched 

beam case of an operational machine. 

INTRODUCTION 

εotivation and Aims 

Half integer resonance is considered to be a main 
intensity limitation in medium energy, high intensity 
proton machines. The existing incoherent and coherent 
resonance theories give valuable indications of intensity 
limits, but limited information on the beam behaviour as 
the half integer limit is approached and particles lost. The 
aim of this work is to understand more about the detailed 
mechanisms driving this loss and thus limiting intensity.  

The starting point for the study is experimental 
observations, with the machine configuration optimised as 
far as possible to allow study of the essential processes. 
Detailed experimental studies of beam approaching half 
integer resonance are followed by comparison with (and 
benchmarking of) simulation codes. It is hoped these 
results can then be used to guide interpretation in terms of 
simplified and predictive beam models. This experimental 
emphasis forces the inclusion of important processes (e.g. 
approach of resonance) that are simplified in theoretical 
models, but are important in understanding real loss. 

The underlying aim is to understand losses on an 
operational high intensity machine like ISIS, and requires 
a treatment of the full 3D dynamics including effects due 
to longitudinal motion. Presently, the simpler 2D 
transverse problem is studied with unbunched, coasting 
beams. In the longer term, experiments and studies will be 
extended to non-accelerated and accelerated bunched 
beams. 

The ISIS Synchrotron 

The ISIS synchrotron accelerates 3×1013 protons per 
pulse (ppp) from 70-800 MeV on the 10 ms ramp of the 
sinusoidal main magnet field. At the repetition rate of 
50 Hz this provides an average beam power of 0.2 MW. 
Charge exchange injection takes place over 130 turns, 
with painting in both transverse planes as the high 
intensity beam is accumulated and contained in the 
collimated acceptances of ~300 π mm mr. The ring has a 
circumference of 163 m and a revolution time of 1.48 μs 
at injection. Nominal betatron tunes are 
(Qx, Qy)=(4.31, 3.83), but these are varied using two 
families of ten trim quadrupoles. The dual harmonic RF 
system captures and accelerates the initially unbunched 
beam, and allows enhanced bunching factors. Peak 
incoherent tune shifts of ΔQ~0.5 are reached at about 
80 MeV, during bunching. Single turn extraction uses a 
fast vertical kicker at 800 MeV. Main loss mechanisms 
are associated with non-adiabatic trapping, transverse 
space charge and transverse instability. Understanding the 
action of half integer loss is central to minimising losses 
on the present machine, as well as guiding optimal 
designs for future upgrades. 

EXPERIMENTAL OUTLINE 

εachine and Beam Configuration 

In order to study the essentials of transverse half integer 
resonance, these experiments make use of unbunched, 
coasting beams, with the ISIS ring in storage ring mode. 
The main magnet field is set at a DC level appropriate for 
the 70 MeV injected beam and RF systems are off. 
Betatron tunes are controlled with the trim quadrupoles. 
In these experiments lattice tunes are constant. A small 
emittance beam of İrms ~ 20 π mm mr in both planes is 
injected: painting amplitudes are constant through the 
pulse and of small amplitude. These beams 
(İ100% ~ 100 π mm mr) fill a small fraction of the machine 
acceptance and thus allow the evolution of the beam 
profile to be observed. As beam accumulates, the 
increasing intensity depresses the coherent tune and 
pushes the beam over resonance [1]. Tunes are selected 
such that only one resonance is approached in the vertical 
plane: a harmonic driving term is applied to the 2Qy=7 
line with the trim quadrupoles. Beam loss and transverse 
profiles are recorded as a function of key parameters such 
as tune, driving term strength and intensity. Transverse 
and longitudinal beam spectra are monitored to ensure 
coherent instabilities are avoided. 
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Figure 1: Observed beam loss vs intensity and

corresponding estimated resonance conditions. 

Review of Previous Experimental Results 

These experiments continue work reported in [1].

Based on the same method, previous results indicated the

appearance of large loss near intensities predicted by the

coherent resonance theory, and which clearly correlated

with quadrupole driving term strength. Measurement of

transverse beam profiles showed development of half

integer halo, “hips” or lobes that agreed well with detailed

3D ORBIT [2] simulations. Importantly, these lobes were

shown to be controllable in the expected way by changing

the phase of the applied driving term, effectively rotating

the lobed structure in (y, y') space at the lattice location of

the profile monitor. In this paper we build on this work,

look in more detail at the time evolution of profiles and

halo, and explore its dependence on driving term strength,

tune and intensity. This work is still in progress, with

continuing efforts to reduce measurement errors and

develop models. 

Experimental Developments 

Measurements of transverse beam distributions make
use of residual gas ionisation profile monitors. Previous
studies [3] have demonstrated the corrections required for
effects of drift field non-uniformities and beam space
charge. More complete simulation models of the monitors
are now being used to understand detailed behaviour with
the complicated beam profiles generated in these
experiments [4], and have confirmed the validity of
measurements. Work is also under way verifying profile
measurements by comparison with output from “harp”
type profile monitors in the extraction line and comparing 

with profiles constructed from steering vs loss
measurements. Developments in instrumentation and
beam control are providing more accurate measurements
of lattice parameters and errors [5]. A programme of
diagnostics upgrades will also provide new capabilities,
e.g. quadrupole kickers and detectors. 

EXPERIMENTAL STUDIES OF HALO 

Resonance and Evolution of Profiles 

Recent experiments have used measurements of low

intensity beams to establish with more certainty the initial

painted emittance of the beam in the machine, before the

action of space charge. This allows the calculation of

intensity for coherent and incoherent resonance crossing,

assuming no emittance growth. Results are shown in

Figure 1 from an experiment where the initial

İrmsx=İrmsy=10±5 π mm mr, (Qx, Qy)=(4.38, 3.63), the

2Qy=7 driving term strength (stop band integral) J7=0.08,

and the beam ramps from 0-1×10
13

 ppp over 130 turns of

injection. The upper plot shows accumulated intensity vs

beam loss (arbitrary units, peak is ~10% total loss). The

lower plot shows the coherent envelope frequency halved

(with estimated error) and the calculated peak incoherent

tune shifts for a KV distribution. It is noted that loss

builds up continually with intensity, with no obvious

peaks that might be identified with particular resonance

conditions. These are typical experimental results. 

As reported previously [1], detailed ORBIT models of

the experiment have been developed, which reproduce

most experimental features. The model includes a detailed

AG lattice, 3D beam dynamics, space charge, injection

painting, the foil, apertures and collimation. It should be

noted that not all machine parameters are known precisely

during the experiment, so some judgement is required in

specifying the beam. Results from the simulation of this

experiment are summarised in Figure 2. This shows

vertical phase space and profile evolution (at the location

of the profile monitor) on turns ~30-130. It can be seen

that the beam starts to blow up early during injection,

presumably as the beam encounters the effects of the

driving term with space charge, and continues to grow

throughout the injected pulse. This is consistent with the

observed continuous loss as the beam grows and

repeatedly approaches resonance. It is noted that in

previous studies [1] we observed a “brick wall” effect
where very large losses occurred. The better estimates of

emittance found here now suggest this effect occurs when

beam grows enough to hit the collimator aperture, rather

than indicating an initial resonance condition. 

An example of the time evolution of corresponding

measured profiles in the experiment is shown in Figure 3,

and is a typical result (here Qy=3.67). Note that

corrections have been applied to the profiles, and whilst

small distortions will be present, errors in the location of

lobes are estimated to be within ~± 6 mm. These show the

same essential features as the simulation, with the

development of distinctive lobes and a peaked core, 
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which is then gradually lost, leaving a smooth, single

peaked distribution. This is discussed further below. 

Figure 2: ORBIT results showing typical evolution of the

beam in (y, y') space, over turns 30-130 (order a, b, c, d). 

Figure 3: Measured vertical profiles at 10 μs intervals

over 400 μs, including injection. Highlighted profiles

show distinctive shapes developing through the pulse.  

Effect of Quadrupole Driving Term Strength 

The measurement above was repeated, but as a function
of the strength of the 2Qy=7 driving term. Parameters
were as above, with Qy=3.63. The results are shown in the
left column of Figure 4, driving term strengths (DT1,
DT2, DT3) correspond to J7= (0.06, 0.03, 0.02). The plots
show the evolution over 400 μs (including injection) at
10 μs intervals, with the characteristic lobes highlighted.
Representative vertical phase space and profiles from a
corresponding set of ORBIT simulations are shown in the
right column of Figure 4. It can be seen that the lobes
move outward with increasing driving term strength in 

both experiment and simulation.  Not all profile features
agree, in spatial and time dependence, this being
attributable to limited knowledge of beam parameters and
imperfections in profile corrections (all under study).
However, the essential features of increasing lobes and
beam extent agree. 

Figure 4: Variation of beam profiles with increasing

driving term strength, top to bottom; left - measured

profiles, right - ORBIT results (see text). 

Effect of δattice Tune 

In these experiments the lattice tune is held constant
throughout the beam pulse. A set of measurements was
taken setting the lattice Qy at different constant values,
thereby changing the distance to the resonance condition.
Driving term strength was constant at J7=0.08, with other
parameters as above. The left column in Figure 5 shows
measurements for Qy with (Q1, Q2, Q3)=(3.71, 3.67, 
3.63), again over 400 μs, with characteristic features
highlighted. The corresponding ORBIT simulation results
are shown in the right column. Measurement and
simulation again show the same behaviour, with lobes
moving out as the lattice tune is nearer to the resonant
value. As before there are differences in details between
simulation and measurement, but essential features agree.  

εeasurements with Stabilised Halo 

As described above, the beam distribution evolves in a
complicated way with time, depending on the 
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instantaneous injected intensity and the redistribution of
previous injected turns. New experiments reducing the
injector current (from ~22 to 11 mA), thus slowing down
the intensity ramp and accumulation, have produced some
interesting results. Careful selection of injection pulse
lengths has produced lobes that have lasted for ~10 times
longer than previous experiments. Figure 6, I1 shows the
profile of a shorter pulse, totalling 1.15×1013 ppp. The
lobe structure lasts for ~100 μs. Figure 6, I2 shows how a
longer pulse with 1.4×1013

 ppp produces a halo and core
structure lasting for ~1 ms. This is not presently
understood, but simulation studies are underway. It is
thought that during the complex redistribution process,
which frequently involves significant beam loss, stable or
invariant distributions are formed. Understanding these
observations could be most informative. The stable lobes
also allow for experiments varying parameters during a
single pulse, and initial trials are very promising. 

Figure 5: Variation of beam profiles with lattice tune: top

to bottom Qy=(3.71, 3.67, 3.63). Left measured profiles

through injection, right ORBIT results.  

BEAM MODELS AND BEHAVIOUR 

Review of Beam εodels and Behaviour 

Comparison with expectations from key theory [6], and

standard resonance theory below, suggests the behaviour

observed (with lobes moving outward with increasing

driving term strength, decreasing tune and increasing 

intensity) is reasonable. However, the motion here is

more complicated than these simplified models. 

Incoherent theory suggests loss nearer the lower intensity

resonance condition in Figure 1 and incorrectly ignores

any coherent response of the beam. Standard coherent

theory, the higher limit in Figure 1, is not applicable once

the beam redistributes and İrms changes.

Figure 6: Time structure of beam profiles over 1 ms using

slower intensity ramp rates, with total injected intensities

of I1=1.15×10
13

 and I2=1.40×10
13

 ppp.  

One of the more complete models is [6], which solves

the driven resonance problem with space charge self

consistently for a KV beam. However, for a realistic beam

the stationary KV distribution must be replaced with a

non-uniform real space density where motion will be non-

linear in the beam core. Therefore this model cannot

predict likely loss mechanisms. Effects of non-uniform

charge densities in periodic quadrupole channels are

studied in [7], which suggests near-regular, non-chaotic

motion can only be expected at low space charge levels

(and therefore perhaps at the onset of resonance).  

In general the actual processes at work are dependent

on the details of the particular machine. Mechanisms are

potentially complicated, with multiple 1D or 2D

resonances. However, in these experiments, it appears 
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that just one resonance is excited in the vertical plane. 

Examination of beam motion in vertical (y,y') phase space 

from the ORBIT simulations (Figures 2, 4, 5), and 

corresponding experiments, suggests that over short time 

intervals trajectories trace out a two lobed half integer 

structure – very similar to that expected for a single 

particle quadrupole resonance with non-linear terms 

present. Below, we use this simplified model in a first 

attempt to qualitatively explain observations. 

Simple Initial εodel 
The most basic 1D model of a half integer resonance 

with non-linearity comes from single particle theory, and 

is described by the Hamiltonian of the form: ܪሺ�, �ሻ = � � + cosሺ2�ሻ �  ܩ +  (1)              �  ܩ

where (J, φ) are action angle variables, į the distance 

from resonance and G2 and G4 represent quadrupole error 

driving strength and an octupole term respectively. It is 

understood that this simple model is in many ways 

incorrect for the system being considered, not least 

because the potential outside the beam core is different 

(α log(r)). Also, unlike the single particle case, non-linear 

fields from space charge are a function of the time 

dependent beam distributions. However, it is possible that 

time averaged motion, over intervals in which beam 

distributions change little, may behave in key respects as 

expected from this Hamiltonian. 

Figure 7: Example of resonant phase space structure from 

Equation (1) in normalised (Y, Y') space.

For these experiments, during early turns intensity is 

low and external non-linear terms small, and so G4 can be 

neglected (1). The parameter į is finite, beam is off 

resonance, and motion linear and stable. As intensity 

increases the tune depression will push particles toward 

resonance, reducing į, and increasing non-linearity G4, 

perhaps forming a characteristic two-lobed structure: e.g. 

Figure 7. Observed motion follows contours suggestive of 

Figure 7, until significant numbers of particles redistribute. 

We suggest that recent experimental results, Figure 6, I2, 

may correspond to a longer term invariant. Models based

on (1), but with more realistic beam potentials are being 

studied.

Comparison with Simple 2D Simulations 

In order to confirm that observations can be explained 

by the basic elements described, a simplified simulation 

was run with a 2D version of the ISIS code Set. This

included a smooth focusing approximation to ISIS, PIC 

solvers for space charge, the vertical driving term 

(J7=0.05), and tracking of a 4D waterbag distribution of 

10
5
 macro particles for 100 turns. Parameters paralleled 

experiments above: energy 70 MeV, intensity 4×10
12

 ppp, 

(Qx, Qy)=(4.31, 3.63), İrmsx,y=10 π mm mr. A waterbag

beam was injected in a single turn, a simplification on 

actual multi-turn accumulation. The results are shown in 

Figure 8. The characteristic lobes are clear, as is the simi-
larity to Figure 7 in phase space. 

Figure 8: Set 2D simulations of the experiments. 

SUMMARY AND FUTURE PLANS 

Detailed experimental studies of beam as it approaches 
half integer resonance are providing more detailed 
observations of behaviour under the action of this key loss 
mechanism. General agreement with simulations is good, 
and work is under way to develop models that explain 
what is observed. Recent observations of “stable halo” are 
expected to provide more valuable information. Ongoing 
developments of machine measurements and diagnostics 
will improve knowledge of the beam and thus models. 
Work to develop simulations will continue, guided by 
experimental results. Studies looking at half integer 
effects in 3D bunched beam simulations will start soon. 
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FEASIBILITY STUDY OF A NOVEL, FAST READ-OUT SYSTEM FOR AN

IONIZATION PROFILE MONITOR BASED ON A HYBRID PIXEL

DETECTOR

O. Keller, B. Dehning, S. Levasseur, M. Sapinski, CERN, Geneva, Switzerland

Abstract

The ability to continuously monitor the transverse beam

size is one of the priorities for the upgrade and consolidation

of the CERN Proton Synchrotron for the High Luminos-

ity LHC era. As well as providing an average beam size

measurement throughout the acceleration cycle, the require-

ments also cover bunch-by-bunch measurements of up to 72

bunches with a spacing of 25 ns within 1 ms. An ionization

profile monitor with a hybrid pixel detector read-out is there-

fore being investigated as a possible candidate to provide

such measurements. In this contribution the concept, based

on a Timepix chip, is presented along with first laboratory

measurements showing the imaging of low-energy electrons

in vacuum.

INTRODUCTION

Ionization Profile Monitors (IPM) are devices measuring

the transverse size of a particle beam. Electrons or ions

resulting from ionization of the residual gas in the beam vac-

uum are extracted and used to reconstruct the beam profile.

Electrons are used if fast measurements are required. They

are accelerated towards a detector by an electric field. In

addition a parallel magnetic field provides confinement of

their orbits along the electric field lines.

Two main types of electron readout systems are commonly

used in the current IPMs:

• Multi-strip metal anodes, e.g. at Fermilab [1], BNL [2]

and J-PARC [3].

• Optical readout, based on the conversion of electrons

into light which is captured by a camera, e.g. in the

LHC [4,5] or at GSI [6].

Both of these methods require amplification of the elec-

tron signal in front of the detector which is achieved by

Multi-Channel Plates (MCP). Here a novel system based on

the emerging technology of hybrid pixel detector is inves-

tigated. The detector consist of two pixelated elements, a

sensor slab and a readout chip. The sensor reassembles an

array of diodes operating in reverse-bias mode. A charged

particle traversing the sensor generates free charge carriers

in the material which are converted into a voltage pulse and

further analyzed by the readout chip.

The Timepix3 is currently the most versatile and one of

the fastest hybrid pixel detector readout chips available. It

was developed within the Medipix Collaboration hosted by

CERN and the first chips have been tested in 2013 [7]. It is

designed for a sensor size of 14 × 14 mm2 and a resolution

of 255 by 255 pixels. The size of one pixel is 55 × 55 µm2.

When bump-bonded to a thin silicon sensor, the hybrid de-

tector becomes sensitive to single low-energy electrons of a

few keV. With the ability to set a threshold per pixel, high

and homogeneous signal-to-noise ratios can be maintained.

The pixels can operate in one of three measurements modes:

deposited charge (TOT mode), time of arrival (TOA) and

counting the number of events together with the total charge

in one shutter period (PC/iTOT). The digital link transceivers

of Timepix3 can send the recorded data continuously at a

maximum hit rate of 85 Mhits/s/chip or 42.5 Mhits/s/cm2.

The main advantages of the proposed technology are:

• The thickness is reduced with respect to the optical

readout method, since no bulky light guides are needed;

a magnet with a smaller aperture can be used.

• The fast readout speed enables to measure the beam

size bunch-by-bunch with a spacing of 25 ns.

• No need for MCP amplification; MCPs exhibit complex

behaviour in cases of prolonged usage with strong and

highly repetitive input signals [8].

• Coupling to beam RF fields is expected to be small.

• Currently available charge integrators for strip detec-

tors, with a comparable fast readout like the QIE10 [9],

are orders of magnitude less radiation hard than the

readout chips of the Medipix/Timepix family [10].

In addition to the readout system, we investigate here the

geometry of the electrodes providing the extraction field.

OPERATIONAL SPECIFICATION

The circumference of the CERN Proton Synchrotron

[11] is 628.3 meters and the revolution time varies from

τrev = 5.63µs for Pb54+ beams at injection to 2.1µs for pro-

ton beams. It was first put in operation in 1959. Today it

is used to generate a broad variety of beams: for test beam

areas, fixed target experiments and for the LHC [12]. The

proton beams in PS undergo transition crossing and bunch

splitting - two phenomena which severely affect the beam

emittance.

Operators of any accelerator would like to measure the

beam parameters in the best possible way, however the tech-

nology does not always allow to fulfill their requests. In case

of transverse profile measurements the operational specifi-

cation for the foreseen PS upgrade is as follows:

1. Continuous, bunch-by-bunch monitoring of the beam

emittance over the machine acceleration cycle (2.1 s)

with an acquisition rate of 0.1-1 kHz.

MOPAB41 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

128C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Instrumentations and Beam Material Interactions



2. Turn-by-turn measurement of a single bunch emittance.

3. Main use: qualification of LHC beams. These beams

are small, therefore 5 cm of detector width will be

enough to perform the measurements (vacuum chamber

horizontal dimension is 15 cm).

Currently installed emittance monitors - wire scanners -

cannot fulfill these specification. They can perform mea-

surements only every several seconds and the two planes

are multiplexed. In addition with the increase of the beam

brightness planned by the LHC Injection Upgrade (LIU)

project [13], scanners may suffer from extensive carbon fi-

bre sublimation [14], which may restrict their use for certain

beams.

The beam amplitude function varies between

βx,y = 12-22 m and dispersion Dx = 2.4-3.2 m. In

the following calculations βx = 12 m and Dx = 2.4 m

are assumed as these are the values in the probable future

location of the IPM.

ELECTRON RATES

The static pressure in the PS machines reaches

p = 10−9 mbar during operation since no bake-out is per-

formed in advance. The composition of the rest gas is ini-

tially dominated by water and CO2. The ionization cross sec-

tions for various gases calculated according to Bethe model

(cf. [15]) are shown in Table 1. A conservative assumption

that the residual gas is mainly composed of hydrogen (H2)

is used in the following calculations, but one should keep in

mind that about 5-10 times higher rates can be expected.

Table 1: Ionization Cross Section for Different Gases and

σion,p σion,p σion,Pb54+ σion,Pb54+

2 GeV 25 GeV 15 GeV 1.2 TeV

[Mbarn] [Mbarn] [Gbarn] [Gbarn]

H2 0.19 0.23 2.6 0.6

H2O 0.76 0.95 11 2.3

CO2 1.32 1.66 19 4.0

Ne 0.43 0.55 6.0 1.3

Ar 0.9 1.16 12 3.0

Xe 1.7 2.2 24 5.3

The number of electrons produced per bunch and per

machine turn is estimated from:

ne = d · σion · Nb · p ·
NA

R · T
(1)

where Nb is number of particles per bunch, NA the Avo-

gadro constant, R the ideal gas constant and T =∼ 293K.

Table 2 shows the typical number of electrons (ne) ex-

pected to be produced by a single bunch, assuming that they

are collected along an active detector length of d = 15 mm.

The low number of electrons emitted per bunch show that

turn-by-turn measurements will be difficult to achieve since

the relative error on the gaussian width is roughly equal to

1/
√

ne (cf. figure 3.32 in [16]). Consequently a minimum

acquisition of 104 electrons is needed to limit the error to

1% for the beam profile reconstruction. In order to increase

the number of electrons per bunch, an injection of a heavy

noble gas may be foreseen. An increase of the pressure

together with the cross section could lead to a 1000-fold

increase of the signal. However, the pressure bump would

have to be confined around the IPM because of its influence

on the emittance of ion beams. Another method would be

to increase the pixel detector length. The good field region

is designed to be 50 mm long, thus an installation of four

Timepix detectors along the beam would allow to increase

the signal.

Table 2 shows also the expected hit rates which approach

the limits of state-of-the-art pixel detector readout chip ca-

pabilities:

• Rav
chip

is the averaged hit rate per chip over a machine

revolution period.

• Rmax
chip

is the hit rate per chip within a bunch.

• Rav
pixel

is the average rate at which pixels below the beam

center are triggered per machine revolution period.

READOUT MODES

The Timepix3 readout chip consist of an analog front-end

and digital back-end to distribute the recorded hit data. Both

parts impose their own constraints on the readout possibili-

ties in the proposed IPM. The predecessor chip, Medipix3,

showed a continuous front-end readout capability of about

2 MHz/pixel [17]. Since the Timepix3 front-end is designed

for faster pulse processing, an even better performance is

expected. If the maximum pixel hit rate would be surpassed,

the pulse processing signal of these pixels in the front-end

would be constantly over threshold rendering the data output

unusable. In order to limit this rate on the detector front-end,

the usage of a gating grid controlled by a fast HV switch in

front of the sensor is considered. An accurate trigger signal

is critical in this case.

The second constraint stems from the digital back-end.

The Timepix3 uses eight low voltage differential data lines

(SLVS type) plus one clock line to distribute the recorded

hit data. In the nominal maximum speed configuration

these lines can transmit at a rate of 640 Mbit/s resulting

in 5.12 Gbit/s (including 8b/10b line encoding) of data per

Timepix3 chip. Divided by 65k pixels and a gross data

packet size of 60 bits per pixel, this results in the mentioned

maximum hit rate of 85 Mhits/s/chip. Multiplied by a bunch

spacing of 25 ns we can recover about two electron hits

per bunch, if every pixel is operated in the TOT+TOA or

TOA only mode. While the evaluation of the TOT value may

be interesting to compensate for the charge sharing effect in

silicon pixel sensors, the TOA only mode bears the advantage

of an additional pile-up counter. This counter enables the

conservation of otherwise missed hits occurring between

consecutive data transmissions.

Beams
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Table 2: Electron Production Rate for Various Beams

name achieved 25 ns LIU 50 ns HL-LHC 25 ns LHC ion

particles p p p p p p Pb54+ Pb54+

Ek [GeV] 1.4 25 2 25 2 25 15.02 1227

emittance [µm] 2.25 2.36 1.7 1.8 1.8 1.9 0.7 1.0

Nb [·1010] 168 13 189 30 325 25.7 0.03 0.025

bunch length (4σl) [ns] 180 3 205 3 205 3 200 4

∆p/p [10−3] 0.9 1.5 1.0 1.5 1.5 1.5 1.2 1.1

σbeam [mm] 3.9 3.7 3.5 3.7 4.4 3.7 4.0 2.9

number of bunches (nb) 6 72 6 36 6 72 2 2

ne (H2) 13 1 14 2 24 2 30 5

Rav
chip

[MHz] = ne ·nb

τrev[s]
37 34 40 34 69 69 11 4.8

Rmax
chip

[GHz] = 0.68·ne

2·σl[s]
0.1 0.5 0.1 0.9 0.2 0.9 0.2 1.7

Rav
pixel

[kHz] =
ne ·nb ·55[µm]

255·σbeam[µm]·τrev[s]
2.0 2.0 2.5 2.0 3.4 4.0 0.2 1.7

Besides different measurement modes per pixel, Timepix3

can be operated in two acquisition modes: event-based or

frame-based. In frame-based mode an external shutter signal

sets the exposure time for the whole frame. This acquisi-

tion mode is mandatory for the accumulative iTOT pixel

mode. However, using the external shutter signal can be

also useful in combination with the TOT and TOA pixel

modes. It provides means to throttle the data output for

certain bunch schemes where ne is higher than required to

recover the beam size. The iTOT mode is the only possibility

for recording the whole profile of a single bunch at once.

Consecutive measurements will be delayed based on the

number of recorded hits. For continuous bunch-by-bunch

measurements over multiple machine cycles the event-based

mode is better suited. It has the advantage that no bunch-

synchronous external trigger signal is required to control the

shutter. Because of changes in the cycle period, complex

bunch splitting and merging processes (often referred as

RF gymnastics) it is necessary to use special techniques to

detect bunch presence and position. A possible mechanism

is presented in [18].

RADIATION LEVELS

During every machine cycle a small part of the beam is

lost due to various mechanisms, originating from beam-gas

interaction, beam instabilities and particles hitting the aper-

ture limits. These losses have been simulated for a standard

PS cell. Results are visualized in Fig. 1. In the center of

the cell, close to the beam, the yearly dose reaches 10 kGy.

The sensor and the Timepix3 detector shall withstand at

least this dose in order to be not exchanged more often than

once per year. Additional radiation monitors have been in-

stalled in the planned device location in order to compare

the measurements with simulations.

When operated at maximum speed, the digital SLVS links

of Timepix3 need to be handled by an FPGA. Currently,

there is no fast enough and radiation hard transceiver like

the GBTx available that could convert the signals into long-

distance optical fiber links. In first chip tests, 3 m of SCSI ca-

bles with VHDCI connectors have been successfully used to

connect the Timepix3 data lines to the FPGA-based SPIDR

readout board developed by NIKHEF.

With few meters of cable, the FPGA could be installed

under a shielding visible under the beam line in Fig. 1 or away

from the beam pipe in the PS utility funnel, which reduces

the dose by about a factor 10. The radiation hardness of

Timepix3 is expected to be larger than the one of the sensor.

In order to extend the lifetime of the sensor by limiting the

radiation damage effects, it is planned to cool it down to

about 0◦C.

Figure 1: Radiation field in the typical PS straight section.

The radiation is produced by beam-gas interaction. A shield-

ing is proposed under the beam pipe in order to protect

radiation-sensitive tunnel electronics. The radiation level is

expressed in Gy/year. Courtesy of J.P. Saraiva.

ELECTRIC CAGE

The electric cage is a set of electrodes designed to provide

a uniform electric field along the electrons path. The magni-

tude of the electric field has negligible impact on the profile

deformation [19], but it must extract and accelerate electrons

to energy levels which allow an efficient detection. With thin

silicon sensors the efficiency reaches 100% for electrons of

about 10 keV energy, therefore it is proposed to operate at

an extraction voltage of at least 20 kV. The electric cage

is also the main support structure of the device. Studying

existing IPMs revealed a large variety of approaches to the
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cage design. Several of these designs were investigated as

possible candidate for the new IPM.

In order to be compared, all cages were modeled and

simulated using the software suite CST Studio. Each design

was adapted to our dimension requirements and only the

field shaping elements were taken into account (top, bottom

and side electrodes). Some designs were also modified in

order to extend our comparison panel. Such designs include

the cage from BNL and the cage from the LHC-BGI [4].

Figure 2 shows one of the modeled cages.

Figure 2: Plot of the electric field in the cross-section of the

modified LHC-BGI design.

The electrostatic simulations give a complete picture of

the electric field in each cage, while the particle tracking

simulations are used to map the behavior of electrons along

the transverse and vertical paths. The initial energy of the

electrons is 5 eV [20]. Moreover, the effects of a 0.2 T

magnetic field are also taken into account.

After post-processing an estimation of the electron sig-

nal distortion caused by the non-uniformity of the electric

field was obtained. This estimation was used to compare the

different cages and choose the best suited for our require-

ments. In total eight cages were studied and six proved to

be relevant. As can be seen in Fig. 3, the comparison of the

relative broadening of the beam size shows a clear leading

of the modified LHC-BGI design.

In addition, it was found that the magnetic field of 0.2 T

improves the signal distortion due to electric field nonho-

mogenity by up to three orders of magnitude. Such a field

is also needed to overcome the space-charge driven profile

distortion as described in [20]. A special magnet is being

designed for the future PS IPM. Because of the impact on

the beam trajectory, the magnet will contain a region with

inverted magnetic field compensating for the effect within

the IPM itself. Detailed results of the electric cage study

will be published later.

TESTS WITH LOW-ENERGY

ELECTRONS

In order to prove the concept of measuring low-energy

electrons with the proposed detector a test setup has been

constructed. The electric cage used in these tests is an old

cage from a IPM of the SPS machine. It is equipped with
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Figure 3: Relative broadening of the reconstructed beam

size as a function of the transverse beam position.

an Electron Generation Plate (EGP) which is a cold and

uniform electron source.

A Fitpix USB adapter housing a Timepix1 chip bonded

to a 100 µm silicon sensor is placed at a distance of 10 cm

from the EGP. The sensor is of p-on-n type. Instead of the

common surface metallization, a thin n+ doped layer is used

to provide the sensor bias voltage of 20 V. This leaves the

detector sensitive to light, requiring a shaded operation, but

also enables the penetration of low-energy electrons into the

depletion region.

The detector is powered and connected to a computer

via USB by a vacuum feedthrough. The electron hits are

recorded with the Pixelman software and analyzed in the

ROOT-based MAFalda framework [21].

The signals have been observed for extraction voltages of

3 to 5 kV. The system was running for several days and no

degradation of the signal has been observed. As a byproduct

of the experiments a clustered emission from the EGP was

observed. This effect was unknown before because a much

longer integration time is used in the previous optical readout

method. Thanks to the short shutter times of the Timepix1,

it can be seen that cascades of electrons are emitted from

small areas of the EGP. However, after adding up many of

these cascades, the distribution of the electrons is uniform

as the EGP specification states. The background and signal

images are shown in Fig. 4 for an extraction potential of

4.5 kV, Timepix shutter period of 10 ms and a pressure of

about 6 · 10−6 mbar. Because of the clustered emission

it is not possible to obtain the energy spectrum of single

electrons in this setup.

CONCLUSIONS

This preliminary study shows that a continuous beam

emittance monitoring can be achieved in the CERN Pro-

ton Synchrotron by an Ionization Profile Monitor equipped

with hybrid silicon pixel detectors based on Timepix3. This

modern technology allows to perform fast, bunch-by-bunch

measurements of the beam emittance during the PS acceler-
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Figure 4: The image above shows the background. Below

are electron clusters emitted from the EGP. An extraction

potential of 4.5 kV was applied in both cases. The strong

non-uniformity of the electric field close to the detector in

the test cage is supposedly producing the stripe shape.

ation cycle. It is expected that the chip-sensor assembly will

withstand radiation damage for at least a period of 2-3 years.
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INVESTIGATION OF THE EFFECT OF BEAM SPACE-CHARGE ON

ELECTRON TRAJECTORIES IN IONIZATION PROFILE MONITORS

D. Vilsmeier, B. Dehning, M. Sapinski, CERN, Geneva, Switzerland

Abstract

The correct measurement of beam size using an ionization

profile monitor relies on the confinement of electron trajecto-

ries from their source to the electron-sensitive detector. This

confinement is provided by a magnetic field aligned with

electric extraction field. As the initial electron velocities are

boosted by the presence of a high-charge density beam, the

value of the magnetic field depends on both the beam size

and on the charge density. If the magnetic field is not strong

enough a deformation of the observed beam profile occurs.

In this paper the results of a study of electron trajectories in

the presence of high charge density beams is presented along

with an estimation of the required magnetic field for various

scenarios. A correction procedure for compensating any

residual distortions in the measured profile is also discussed.

INTRODUCTION

During the calibration procedure of the LHC Ionization

Profile Monitor (IPM) [1] it has been found that the obtained

profiles at high beam energy are broader than expected [2,3].

Several reasons for this effect have been investigated:

• wrong correction for camera tilt with respect to the

beam direction,

• optical point-spread-function (PSF),

• PSF due to multi-channel plate granularity,

• underestimation of electron gyroradius.

Finally the problem was tracked down to the beam space

charge which kicks electrons before they leave the beam,

significantly increasing their gyroradius. An increase of the

magnetic field was suggested, however it is a costly solution.

In this paper the details of the interaction of electrons with

the beam field are investigated and numerical methods to

correct the profiles are suggested.

In order to simulate the beam space charge impact on

electron trajectories a modified version of PyECLOUD [4]

code is used. PyECLOUD is a 2D tracking code which

does not take into account the longitudinal electric field nor

the magnetic field of the bunches. Both limitations are a

good approximation for high-relativistic beams interacting

with slowly-moving electrons. The external fields in the

simulation are perfectly aligned and uniform. The beam

optics functions in the monitor are assumed to be: βx =

213 m, βy = 217 m (corresponding to vertical device on

beam 2) and dispersion is zero. The emittance has the same

value in horizontal and vertical plane. Table 1 shows beam

parameters of cases analyzed in detail.

Table 1: Simulated Cases Studied in Detail

parameter 450 GeV 4 TeV 6.5 TeV

emittance [µm] 1.7 2.4 1.7

bunch

-intensity [·1011] 1.5 1.7 1.3

-length [ns] 1.2 1.2 1.25

σbeam [µm] 869 346 229

In addition three cases of beam energy ramps are consid-

ered, for beams with normalized emittance ǫn = 1.5 µm,

bunch length of 1.1 ns and bunch charge of Nb = 1.1 · 1011,

1.3 · 1011 and 1.5 · 1011 protons. Fifteen beam energies be-

tween 450 GeV and 7 TeV are simulated in each case. The

simulated bunches are gaussian in transverse and longitudi-

nal directions.

In the following we describe the initial velocity distribu-

tion of electrons and effects of space charge on profile shape

and the gyroradius. In the end we discuss the corrections

for the observed distortions of the beam profiles.

INITIAL VELOCITIES

In the previous work it has been estimated that the distri-

bution of initial velocities of electrons plays an important

role in the shape of the beam profile observed in IPM (see

Fig. 4.5 in [5]). This distribution was obtained using Geant4

program and turned out to be significantly overestimated.

Here the generation of initial velocities is based on an ana-

lytic model [6].

electron kinetic energy [eV]

-110 1 10
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3
10 410

/e
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]
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c
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σ
d

-2310
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p+He, Bethe

p+Ne, Bethe

differential cross sections

Figure 1: Example of cross-sections calculated with Bethe

[7] approximation and a more accurate [6] model for 4 TeV

protons.

The main contribution to the ionization process is due

to electric dipole interaction between the projectile and the

target electron. Most of the interactions are associated with

small momentum transfer and the produced electrons are soft.
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Figure 2: Double differential cross section [6]. Electrons

are emitted transversely to the beam direction.

Figure     1 presents the comparison of distributions of the kinetic

energy of electrons produced in proton interactions with

helium and neon gases. The used approximation neglects

forward processes (for instance binary peak) which have

negligible contribution for relativistic projectiles.

The gyrofrequency of the circular component of electron

motion is about 35.1 GHz. The time in which electrons reach

the detector is about 3.2 ns and the number of revolutions is

around 100.

BUNCH FIELD

The magnitude of the electric fields inside the atom

is about 5 · 1011 V/m. The IPM extraction field is

about 5 · 104 V/m. The field inside the bunch is shown

in Fig. 3. For the case of 6.5 TeV beam it reaches

Emax
bunch

= 8 · 105 V/m. The scalar polarizability of neon

atoms is about 4.41 · 10−41C2m2J−1, therefore the Stark ef-

fect due to bunch field leads to a negligible shift of atomic

levels and does not affect the ionization potential.
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-4 -2 0 2 4
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6.5 TeV
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450 GeV

Figure 3: The radial component of the electric field as a

function of distance from the bunch center for the three

cases from Table 1.

EFFECT OF SPACE CHARGE ON

PROFILES

The observed deformation of the beam profile is non-

gaussian and depends on the local charge density inside the

bunch. In Fig. 4 the initial (original) and deformed (final)

profiles are shown. The profiles become more peaked then

gaussian and with larger tails. One way to measure non-

gaussianity of the obtained distribution is squared kurtosis.

Kurtosis is zero for gaussian and becomes positive if the

peak of the distribution is spikier then gaussian1.
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Figure 4: Deformation of the profile for the three cases from

Table 1. The blue lines are original beam profiles while red

ones are profiles registered by the IPM, deformed due to

beam space charge.

Figure 5 shows the squared kurtosis for profiles obtained

from various beams (ramp cases). For beam sizes below

0.3 mm an increase of the kurtosis is observed. Similar

behaviour is observed when trying to fit gaussian (using

ROOT [8] fit procedure) to the distorted profile. The non-

gaussianity of the profiles becomes strong for the beam sizes

corresponding to energies of about 3-4 TeV.

A lot of functions have been tested trying to find the best

description of the distorted profiles. One of the best candi-

dates is a combination of Gauss and Laplace functions:

1 Kurtosis is sensitive to outliers but this is not important for the sim-

ulation study, however for real data analysis another way to quantify

non-gaussianity, for instance differential entropy, should be used.
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Figure 5: Non-gaussianity for various beams. Upper plot:

kurtosis as a function of the original beam size, bottom one:

difference between fitted and original gaussian.

f (x) = p0 · exp



−
x2

2σ2
g



 + p1 · exp

(

− |x |
σl

)

+ p2 (1)

Using this 5-parameter function nearly every profile could

be fitted - see for example Fig. 6. Unfortunately no simple

correlation has been found between the original profile width

(σbeam) and fit parameters (p0,p1,σg, σl).
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Figure 6: Results of fitting the distorted profile at 6.5 TeV

with function 1.

EFFECT OF SPACE CHARGE ON

GYRORADIUS

The simulations show that the effect driving the profile

distortion is a dramatic increase of gyroradii. The gyration

center is also shifted with respect to the production point,

m]µdx [
-40 -20 0 20 40
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.]
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1

m]µgyroradius [
10

210
3
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3
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410

5
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initial

final

Figure 7: The position of the gyration center with respect

to the position where electrons are produced (upper plot)

and increase of electron gyroradii due to the beam space

charge effect. The blue curve shows the gyroradius distribu-

tion for initial velocities while the red one is made after the

interaction with beam space charge (6.5 TeV case).

but this effect is not affected by the bunch charge and is small

(≈ 10 µm), as shown in Fig. 7.

Further investigations show (cf. Fig. 8) a strong depen-

dence of the boosted gyroradius on the initial positions of

the electrons inside the bunch. Interestingly the maximum

gyroradius boost is observed for electrons produced a little

closer to the bunch center than the maximum of the bunch

field as shown in Fig. 9.
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Figure 8: Increase of electron gyroradii as a function of the

transverse position along the beam for 6.5 TeV case. The

original and distorted beam profiles are shown, a correlation

between gyroradius and transverse position is visible.
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case).

PROPOSAL OF CORRECTIONS

The previous studies of corrections for the beam space

charge effect were based on an iterative procedure using a

set of matrices obtained with tracking simulations [9]. Here

we analyze three proposals: increase of the magnetic field,

use of generic properties of the distorted distributions and

correction with point-spread-function depending on gyrora-

dius.

Increase of agnetic eld

It has been shown that an increase of the magnetic field

strength to B = 1.0 T is sufficient to suppress space charge

effects also for very high beam energies (see Fig. 4.11 in

[5]). Here the calculations are repeated for a more realistic

distribution of initial electron velocities. Figure 10 shows a

comparison between the results obtained with a magnetic

field strength of B = 0.2 T and B = 1.0 T. The original

profile is clearly restored.
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Figure 10: Comparison of distorted beam profile for

B = 0.2 T and B = 1.0 T. In the latter case there is no

distortion.

Interquartile ethod

Because no function describing the distorted beam distri-

bution has been found, a correlation between generic prop-

erties of a distribution and the initial beam size have been

investigated. The Root Mean Square (RMS), Full Width At

Half Maximum (FWHM) and Interquartile Range (Q3-Q1)

have been investigated showing usually reasonable correla-

tions and therefore giving a hope to resolve the beam size. In

Fig. 11 this correlation is shown for between Q3-Q1 and the

original beam size. The correlation is almost identical for all

three investigated bunch intensity cases down to beam size of

0.3 mm, however for smaller beams and high bunch charges

the curve becomes flat indicating the limit of this method.

Similar results could be obtained using other properties of a

distribution as RMS or FWHM.

The bottom plot presents that the relative blow of the emit-

tance should still be visible, despite problems with absolute

value measurement, especially if the procedure follows the

accurate measurement of the beam size at injection.
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Figure 11: Upper plot: correlation between registered elec-

tron distribution interquartile range and σbeam for ramps of

various beam. Bottom plot: interquartile range as a function

of the beam energy. For the case Nb = 1.5·1011 an emittance

blow of 20% at 4 TeV is simulated.

Electron ieve

The original distribution of the beam can be reconstructed

if the gyroradius is known and is the same for all electrons.

Fig. 12 shows the point spread function for an electron

produced at x = 0 with a gyroradius of 120 µm.

The determination of the contributions to the observed

profile from electrons with various gyroradii could be real-

ized using an "electron sieve" with holes of various diame-

ters. One should note that the sieve shall be relatively thick

as the pitch of the electron helical trajectory reaches a few

millimeters close to the detector.

In order to perform a deconvolution of the partial profile

using the PSF from Fig. 12 a TSpectrum class from ROOT

package [8] has been used. In Fig.13 a profile obtained after

M Fi

M

S

MOPAB42 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

136C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Instrumentations and Beam Material Interactions



x [mm]
-0.15 -0.1 -0.05 0 0.05 0.1 0.15

[a
.u

.]

0

0.2

0.4

0.6

0.8

1

mµ = 120 gPSF for r

Figure 12: The distribution of the electron position at the

detector for electron generated in the center and moving on

helical trajectory with gyroradius 120 µm.

selecting the electrons with gyroradiuses between 100 µm
and 150 is shown for 4 TeV case. The applied PSF corre-

sponds to gyroradius of 120 µm. The deconvolution pro-

cedure recovers original shape of the two-peaked distorted

profile, mainly recovers the height of the peaks as well as

the depth of the central minimum. It is interesting to note

that the electrons with small gyroradius (up to 75 µm) come

mainly from the bunch center, while electrons with large

gyroradius form characteristic double-peak distributions.
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Figure 13: Deconvolution of the partial profile obtained with

electrons with gyroradius between 100 and 150 µm. The

PSF applied was obtained for gyroradius of 120 µm.

Fig.14 presents result of the procedure, using sieve with

holes of the following diameters: 75, 100, 150 and 200 µm.

For each partial profile a deconvolution procedure has been

applied, using PSF obtained for gyroradii: 50, 85, 120, 170

and 200 µm respectively. The corrected profiles have been

summed up and reproduce quite well the original profile.

CONCLUSIONS

In case of very high brightness LHC beams the Ionization

Profile Monitors suffers from a distortion of the measured

profiles due to lack of strength of the external magnetic field.

The tracking simulations show a significant increase of de-

formation for the beam size below 0.3 mm. Observed profile

shapes becomes more peaked then the initial gaussian with

excess in the tails starting at about 1 − 1.5 σbeam from the

profile center. The average gyroradii increase from about

Mean    7.503
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 / ndf 2
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Figure 14: The result of electron sieve method.

20 µm to about 140 µm with maximum reaching 0.8 mm

for 6.5 TeV beam. Attempts to fit distorted profiles with

function related to the original beam width were not success-

ful, however basic properties of the distribution, for instance

interquartile range, have been found to correlate with σbeam.

A method based on point spread function deconvolution is

being developed and the first results are promising.
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STUDIES ON HEAVY ION LOSSES FROM COLLIMATION CLEANING

AT THE LHC

P. D. Hermes∗, CERN, Geneva, Switzerland and University of Münster, Germany

R. Bruce, J. M. Jowett, S. Redaelli, B. M. Salvachua, G. Valentino,

D. Wollmann, CERN, Geneva, Switzerland

Abstract

The LHC collimation system protects superconducting

magnets from beam losses. By design, it was optimized

for the high-intensity proton challenges but so far provided

adequate protection also during the LHC heavy-ion runs

with 208Pb82+ ions up to a beam energy of 4 Z TeV. Ion beam

cleaning brings specific challenges due to different physical

interactions with the collimator materials and might require

further improvements for operation at 7 Z TeV. In this article,

we study heavy-ion beam losses leaking out of the LHC

collimation system, both in measurement and simulations.

The simulations are carried out using both ICOSIM, with a

simplified ion physics model implemented, and SixTrack, in-

cluding more detailed starting conditions from FLUKA but

without including online scattering in subsequent collima-

tor hits. The results agree well with measurements overall,

although some discrepancies are present. The reasons for

the discrepancies are investigated and, on this basis, the

requirements for an improved simulation tool are outlined.

INTRODUCTION

The CERN Large Hadron Collider (LHC) [1] is equipped

with a multi-stage collimation system [2] designed to inter-

cept halo-particles at large amplitudes which could hit oth-

erwise the superconducting magnets and potentially cause

them to quench. The efficiency of the collimation system

depends on the collimator and optics settings. Simulation

tools have been developed to enable a thorough analysis of

the cleaning efficiency before operating with specific ma-

chine configurations. At the passage through the collimator

material, proton and heavy-ion beams are subject to dif-

ferent physics processes. Unlike protons, heavy ions can

break up into lighter isotopes having a different magnetic

rigidity from the reference beam. Both the tracking and

scattering/fragmentation routine of a simulation code for

heavy-ion collimation must be able to handle the different

isotopes. LHC collimation simulations for protons are usu-

ally realized with the SixTrack code, while heavy ion loss

maps have previously been simulated with the ICOSIM soft-

ware [3]. The aim of this study is the comparison of the

measured losses during the first LHC run with simulated

loss maps using either ICOSIM or SixTrack, where for the

latter we track protons of equivalent magnetic rigidity.

∗ phermes@cern.ch

SIMULATION SETUP

ICOSIM

ICOSIM (Ion COllimation SIMulation) is the present state

of the art simulation code for heavy-ion loss maps [3]. Ions

are tracked by means of a linear transfer matrix formalism,

until all particles have hit a collimator. Chromatic effects

are taken into account in linear approximation. Nuclear

fragmentation and electromagnetic dissociation due to the

ion-matter interaction in collimators are simulated using a

built-in routine based on tabulated cross section tables gen-

erated by FLUKA [4–6]. From the particles generated by

these processes, only the heaviest fragment in each interac-

tion is kept track of and kicks in energy or angle are not taken

into account. Besides, the software contains an integrated

routine to calculate multiple scattering in Gaussian approxi-

mation and ionization using the Bethe-Bloch equation [7].

Information about the beam and optics properties as well

as the collimator settings is given by the user via input files.

Optics input is generated using MAD-X [8] which facilitates

the simulation with new machine configurations. ICOSIM

generates the beam halo based on different models which

can be chosen by the user. For the presented simulation

2 ·106 initial ions are generated as an annular halo at IP1,

sufficiently large to hit the primary collimators (TCP) with-

out including diffusion, following the methods outlined in

Ref. [9, 10]. Based on the the hierarchy of the LHC colli-

mation system the TCPs in the betatron collimation region

IR7 are the only collimators which should be exposed to the

initial beam halo.

SixTrack with rotons of Ion- quivalent igidity

SixTrack with protons of ion-equivalent rigidity is intro-

duced as an alternative tool for the simulation of heavy-ion

loss maps. In this framework, protons of effective energies

are tracked to simulate the rigidities of the different isotopes.

In the presented approach, the tracking of effective protons

starts from a distribution of fragments exiting the TCP in

IR7. No subsequent scattering at the collimators is applied.

Tracking tool SixTrack [11, 12] provides an integrated

environment for the magnetic tracking of protons together

with a Monte-Carlo module to simulate interactions of pro-

tons with the collimator material. The software provides

predictions of the performance of the LHC collimation sys-

tem which have proved to be very consistent with the mea-

sured proton losses in the LHC [9]. A thin lens model of the

accelerator lattice is used to calculate the particle transport.

Chromatic effects are taken into account up to 20th order.
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Figure 1: Abundances of the individual fragments from the

lead ion beam impacting the carbon collimator material.

The software is designed for simulating proton beams, so

no information about the ion charge or mass is stored or

processed to provide the tracking. The implementation of

the scattering routine is also specific to protons.

Simulation of fragmentation at the TCP We simulate

the ion fragmentation at the TCP using the Monte-Carlo

package FLUKA, with exactly the same simulation setup

that was previously used for the SPS [7]. A beam of 106 ions

was simulated to impact the TCP, modeled as a simple block

of carbon with an impact parameter (the transverse distance

of an impacting ion from the collimator edge) of b = 1 µm.

This choice is somewhat arbitrary since the actual impact

parameters in the machine are not precisely known, but are

believed to follow approximately an exponential distribution

of b. The angle of incidence is calculated from phase-space

information extracted from MAD-X and assuming that the

collimator is hit at the phase of the maximum excursion.

Fig. 1 shows the simulated abundances of the various ions

coming out of the collimator as a function of the nuclear

charge number Z and the nuclear mass number A.

In the fragmentation process, the isotopes are subject to

kicks in the kinetic energy and in the angle of movement.

Both can differ significantly from the central angle or the

reference kinetic energy. In the next step, we use the FLUKA

output for the generation of the SixTrack initial conditions.

Setup of the ion tracking with SixTrack SixTrack is

designed for the exclusive handling of protons. Heavy ions of

the reference ion species can however be tracked as protons

if the synchrotron motion is neglected (which is acceptable

for the simulation case as the particles are only tracked for

100 turns) and if the total ion energy is substituted by the

energy per charge. Rigidities of isotopes different from the

main beam can be accounted for by introducing a momentum

offset of the tracked protons. One can show that the magnetic

rigidity of an isotope (described by the nuclear mass number,

charge number and the ion mass A, Z,m), different from the

ion type (A0, Z0,m0) of the reference beam, can be taken into

account by an effective momentum offset δeff. It is related

to the ion mass and charge as described by the formula [7]:

(1 + δeff) =
Z0

Z

m

m0

(1 + δkin) , (1)

where δkin is the kinetic momentum offset of the ion. Ev-

ery particle obtained from the fragmentation simulation is

tracked twice, with (x, x′) being mirrored, to simulate the

particle generation at both collimator jaws. The equivalent

energy Eeq of the protons we use to represent the heavy ions

is calculated based on the total ion energy Eion extracted

from the fragmentation simulation. For ultra-relativistic

particles the equivalent proton energy can be described as

Eeq =
Eion

Z
=

EPb,0

Z0

(1 + δeff), (2)

where EPb,0 is the energy of an on-momentum 208Pb nucleus.

For this simulation, all particles are assumed to have no

initial offset or angle in the vertical direction, thus y = 0

and y
′
= 0. Note that all generated secondary particles

other than ion fragments are ignored in the generation of

the SixTrack input. For the particle tracking in SixTrack,

all collimator materials are set to black absorbers to avoid

calling the proton-specific scattering routine. The tracking

is done for 100 turns, which is sufficient for the vast majority

of fragments to be lost on collimators or machine aperture.

SIMULATION RESULTS

All simulations are carried out considering a beam of
208Pb82+ ions at an energy of 1.38 A TeV, corresponding to

an equivalent proton energy of 3.5 TeV. The considered op-

tics and collimator settings are the same as in the 2011 heavy

ion run, with β∗ = 1 m in IP1, IP2, IP5 and 3 m in IP8. The

collimator settings are summarized in [13]. All simulations

are carried out for LHC Beam 1. The results are compared

to loss maps measured using the LHC beam loss monitors

(BLM) in the 2011 heavy ion run. The BLMs are ionization

chambers which are installed on the outside of the LHC mag-

nets and beam pipes recording particle showers generated by

particles hitting the aperture or a collimator [14]. For a loss

map measurement, the beam emittance is artificially blown

up using either tune resonance methods or beam excitations

with the transverse damper [9]. The losses are then large

enough for a satisfactory signal to noise ratio. Note that,

contrary to the simulations where the losses of the incident

ions are recorded, the BLMs measure the secondary shower

particles with a limited azimuthal coverage. Therefore, the

simulated loss distribution of primary ion fragments cannot

be directly compared to measurements with a high quantita-

tive accuracy.

ICOSIM Simulation

Figure 2 a) and Fig. 3 a) show the loss map from the simula-

tion using ICOSIM with the optics and collimator settings of

the 2011 LHC run compared to the losses measured with the

BLMs, shown in subplot d). The energetic weight of each im-

pacting ion scales roughly with the nuclear mass number A
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Figure 2: a) LHC loss map simulation of the 2011 heavy

ion run using ICOSIM for the full LHC ring. b) SixTrack

simulation with starting conditions at the TCP, without con-

sidering kicks in angle and energy. The upper half of the

plot on top shows losses from particles with a nuclear mass

number A > 90, the lower half for A < 90. c) SixTrack

simulation for ion fragments including kicks in energy and

angle. d) BLM signals measured in the 2011 heavy ion run.

The simulations a) and c) include a weighting of the losses

with the nuclear mass number A.

which is accounted for in the normalization of the losses in

each bin. The lightest ion generated from the fragmenta-

tion algorithm has a nuclear mass number of A = 90. The

average impact parameter on all collimators is b = 1.7 µm.

The two clusters in the IR7 dispersion suppressor (DS) are

clearly visible and at the same order of magnitude as the

measurements (see Fig. 4 for a more detailed comparison).

Some of the major loss peaks in the cold magnets of the arc

region are not predicted by the ICOSIM simulation. Fur-

thermore, none of the measured losses in warm regions are

visible.

SixTrack with rotons of Ion-Equivalent Rigidity

Tracking of light fragments The impact of the lack of

light fragments in ICOSIM (e.g. particles with A < 90 as

mentioned above), is first simulated using SixTrack with the

isotopes obtained by the fragmentation simulation. For this
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Figure 3: Comparison of the different simulation tools with

the measured heavy-ion loss map for the betatron collimation

region IR7. The subplots are labeled identically to Fig. 2.

part of the study, kicks in angle and energy are neglected

as done in ICOSIM. The angle of incidence is determined

by the phase-space and the effective energy is calculated

using Eq. (1) with δkin = 0. Thus, every isotope starting

at one collimator jaw is lost in a specific location. The

unweighted result of the simulation is shown in Fig. 2 b)

and Fig. 3 b). The loss distribution for the heavy isotopes

essentially reproduces the ICOSIM result. The color coding

shows that in distinct regions only particles starting from one

collimator jaw are being lost. This effect can be traced back

to the interplay between the betatron oscillations and the

locally generated dispersion function. Betatron motion can

either partly compensate or enhance dispersive offsets. With

these approximations, the inclusion of the light fragments

does not improve the simulation result in the arc region after

IR7.

Tracking of all fragments including energetic and an-

gular kicks The full simulation result, including the ener-

getic/angular kicks as well as all light fragments from the

fragmentation simulation is shown in Fig. 2 c) and Fig. 3 c).

Also here, the ion impacts are weighted with A. In this

simulation losses in the warm regions become visible. A

traceback of the losses confirms that particles lost in the

P
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Figure 4: Comparison of the losses in the IR7 dispersion

suppressor. a) Losses simulated with ICOSIM. b) Losses

simulated with SixTrack with protons of ion-equivalent rigid-

ity. c) BLM signals measured in the 2011 heavy-ion run.

warm regions are mainly very light fragments, from protons

to helium nuclei. Ions scattered out from all other collima-

tors are not visible, since they are set to black absorbers.

The main contribution to the final losses at the TCP is from
208Pb82+ ions which survive at least one full turn of the ma-

chine. With the inclusion of the angles and energies, more

of the measured losses in the arcs become visible in the sim-

ulation. The individual peaks in the arcs are composed of

a number of different isotopes, also of very light fragments

(e.g. 3H+). Complementary simulations showed that with

increasing impact parameter, the fraction of light fragments

composing these peaks is increasing. In this new setup, the

losses of one isotope starting at a given collimator jaw are

not confined to one specific location but distributed all over

the LHC ring. This is a consequence of a smearing of the

trajectories of the fragmented ions for a given type of isotope.

As shown in Fig. 4, the smearing of the loss positions leads

also to a longitudinal enlargement of the IR7 DS clusters. In

the regions far downstream of IR7, new loss peaks appear

that are not seen in the measurements. Additional simula-

tions are planned in order to investigate the origin of these

losses. The discrepancies could for example be caused by

small magnet misalignments in the machine, which shift the

local bottlenecks to other locations.

ICOSIM/SixTrack comparison for ions with large δeff

In the case of isotopes with with large δeff, significant dif-

ferences between the chromatic tracking of SixTrack and

ICOSIM can be expected. To evaluate the importance of

the chromatic modeling, a simulation of specific isotopes

with initial conditions using both ICOSIM and SixTrack was

realized. As an example we present the light isotope 8Li3+

with an effective momentum offset of δeff = 0.054. The

comparison of the particle tracks is presented in Fig. 5.

After a longitudinal distance of 200 m, the horizontal dif-

ference between the two tracks is in the order of 1 mm. This

is particularly remarkable, as the locally generated disper-

sion function in this region is still small compared to the

values it reaches in the bending dipoles of the arc regions.

Such deviations can have considerable impacts on the sim-

ulation of the cleaning efficiency. Thus, higher orders in

the chromatic modeling should be considered to provide

appropriate tracking precision for such particles with large

δeff. This is particularly important if all light fragments are

included in the simulation.

HEAVY-ION SIXTRACK

As shown in the previous chapters, the accuracy of the

ICOSIM code is limited by the approximations it makes, in

particular the simplifications of the fragmentation routine

and the linear chromatic modeling. The SixTrack simulation

with protons of ion-equivalent energy provides better accu-

racy compared to the measurements, but still suffers from

the absence of multiply fragmented ions.

The remaining discrepancies between simulations and

measurements show the need for an improved simulation

tool. Such a tool should include the better chromatic track-

ing of SixTrack and keep track of all light fragments. It

should also include heavy-ion scattering in all collimators,

accounting for the offsets in energy and angle. This could

possibly be achieved by using an online coupling of Six-

Track with FLUKA, similar to what is under development

for protons [15–17].
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Figure 5: Tracks of 8Li3+ starting from the left collimator

jaw calculated using ICOSIM (red) and SixTrack (blue). The

local dispersion function Dx is calculated using MAD-X.
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SUMMARY AND OUTLOOK

In this paper simulations of the performance of the LHC

collimation system for heavy ions using different tracking

and particle-matter interaction models were compared. Us-

ing the ICOSIM code, which provides a simplified modeling

of the particle-matter interaction but a multi-pass model

of the generated fragments, the main loss locations in the

IR7 DS, but not the losses in the arc after IR7, could be

reproduced.

Another method was to use SixTrack and track protons of

ion-equivalent rigidities. A sample of ion fragments com-

ing out of the primary collimator, generated with FLUKA,

was used as starting conditions. All subsequent collimators

were acting as perfect absorbers without scattering. When

the changes in angles and energies from the fragmentation

process were ignored, the ICOSIM result was reproduced.

Further, it was shown that the loss map prediction at loca-

tions far from IR7 could not be improved by adding light

fragments if the kicks in angle and energy were neglected.

By adding the kicks in angle and energy to the initial dis-

tribution of fragments, the agreement with measurements

could be significantly improved. The highest measured loss

locations in the arc were reproduced. Warm losses became

apparent by adding also the light fragments into the sim-

ulation. However, this simulation approach could still not

reproduce all small loss peaks in the arc region. These losses

might be induced by fragments starting from secondary colli-

mators which are neglected in the present single-pass setup.

The chromatic modeling used in the two simulation codes

was compared. For particles with magnetic rigidities very

different from the main beam, the discrepancies are signif-

icant. Therefore, a higher order treatment of these effects

must be considered.

Both codes provide good results within the limits of the ap-

proximations made. However, the results presented indicate

that the general level of agreement with the measurements

could be improved if the advantages of both simulation codes

were combined. To close this gap, a new simulation code

for heavy-ion collimation is envisaged.
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BEAM HALO MEASUREMENT USING A COMBINATION OF A WIRE 
SCANNER TYPE BEAM SCRAPER AND SOME BEAM LOSS MONITORS 

IN J-PARC 3-GEV RCS. 
M. Yoshimoto#, H. Harada, K. Okabe, M. Kinsho, 
J-PARC, JAEA, Tokai, Ibaraki, 319-1195, Japan 

Abstract 
Transverse beam halo is one of the most important beam 

parameters because it should limit the performance of the 
high intensity beam accelerator. Therefore the transverse 
beam halo measurement is one of the important issues to 
achieve the design beam power of 1MW in the J-PARC 3-
GeV RCS. Thus the new beam halo monitor, which is 
combined a wire scanner and some beam loss monitors, 
was developed and installed in the extraction beam 
transport line. By using several beam loss monitors with 
different sensitivities, an ultra-wide dynamic range can be 
achieved and beam profile including both of the beam core 
and halo can be obtained. 

INTRODUCTION 
The 3-GeV Rapid Cycling Synchrotron (RCS) has been 

beam commissioned for initial beam tuning tests since 
October 2007 [1] and afterwards we started user operation 
for the Material and Life science experimental Facility 
(MLF) and the 50-GeV Main Ring synchrotron (MR). 
Since December 2009, we have started a beam tuning for 
high-intensity beams and 420kW beam operation could be 
demonstrated successfully [2]. In order to achieve the 
design performance of the 1MW of the RCS, the LINAC is 
required both of the beam energy upgrade from 181MeV 
to 400MeV and the beam current upgrade from 25mA to 
50mA. For the beam energy upgrade, a new accelerating 
structure “Annular-ring Coupled Structure (ACS)” had 
been installed in 2013. And then, during the summer 
shutdown in 2014, new front-end consisted both of the ion 
source and the Radio Frequency Quadrupole (RFQ) are 
replaced for the beam current upgrade in the LINAC [3]. 
Then the beam energy upgrade and the beam current 
upgrade in the LINAC were completed. After completing 
these LINAC upgrades, the RCS is to start the final beam 
tuning toward the design output beam power of 1 MW.  

To provide such a high power proton beam for the MR 
with small injection beam loss or for the MLF with broad 
range and uniformity irradiation to the target using the 
octupole magnet [4], it is required to improve the 
extraction beam quality, namely to achieve the Low-Halo 
and High-Intensity beam by finer beam tuning in the RCS. 
Therefore the measurement of the transverse beam profile 
including both of the beam core and the beam halo is one 
of the key issues for the high power beam operation in the 
RCS. Thus a new beam halo monitor was developed and 
installed at the 3GeV-RCS to Neutron source Beam 
Transport (3NBT) line as shown in Fig. 1. And 
examination of the new halo monitor with the extraction 

beam was started. In this paper, we report the first trial test 
of the new beam halo monitor after the LINAC energy 
upgrade. 

 

 

Figure 1: Top view of the RCS and location of the beam 
halo monitor installation. 

 

NEW BEAM HALO MONITOR 
Concept Design 

For the halo measurement of the extraction beam from 
the RCS, the original beam halo monitor, which was a 
scraper plate type detecting the emissive secondary 
electron and the plate temperature during the beam 
irradiation into the scraper plate, had been installed at the 
3NBT line [5]. The scraper plate was limited to scanning 
within the beam halo area, thus the beam core cannot be 
observed. Moreover, it is difficult to obtain the pure signal 
due to the secondary electron emission because there are 
much floating electrons in the vacuum chamber and they 
disturb the raw signal of the halo monitor. On the other 
hand, the temperature did not increase during the beam 
irradiation because the sensitivity is too low to detect the 
beam halo component. 

To resolve these problems, the new halo monitor 
installed at the 3NBT adjoining the original halo monitor. 
The conception of this new halo monitor is that the beam 
signal disturbance by the floating electrons should be 
suppressed and the quick signal response should be 
achieved. Thus the new halo monitor is combined a wire 
scanner and the several kinds of beam loss monitors (BLM), 
and it detects the radiation due to the beam scraping by the 
wire scanner. Figure 2 shows the schematic diagram of the 

Beam Halo monitor
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new halo monitor. It has two wire scanners for horizontal 
and vertical scanning respectively, and a head of the wire 
scanner is composed a stainless steel wire put on the 
aluminium frame. The diameter of the wire was change 
from 1mm to 0.1mm after the LINAC energy upgrade. The 
wire scanner can be scanning during the full range of the 
extraction beam distribution. By using the several kinds of 
BLM with the different sensitivities, an ultra-wide 
dynamic range can be achieved and the transverse beam 
profile including the beam core and beam halo elements 
can be reconstructed. 

 

 

Figure 2: Schematic diagram of the new beam halo 
monitor. 

 

 

Figure 3: Photograph of the new beam halo monitor. 
Several kinds of beam loss monitor were attached. 

 

Newly-devised Radiation Detect Systems 
In the RCS, several kinds of BLM were installed as 

following; proportional counter type (P-BLM), plastic 
scintillator and photomultiplier pair type (S-BLM), and air 
ionization chamber type (AIC-BLM) [6]. At first all type 

of the BLMs were used for the beam halo measurement as 
shown in Fig. 3. However the AIC-BLM cannot detect the 
radiation signal due to the downsizing of the wire diameter. 
Moreover not only the sensitivities but also the time 
responsibilities are different among these BLMs; 
especially it is difficult to obtain the time structure of the 
bunched beam by using the P-BLM. From these results of 
the demonstrational beam test, S-BLMs are adopted for the 
beam halo monitor because they have good time 
responsiveness. We chose a common photomultiplier tube 
(PMT). And we controlled the sensitivities of the S-BLM 
by changing the size of the plastic scintillator or the 
distance from the wire scanner to S-BLM. For the first trial 
test, two kinds of S-BLM were assembled. One is the small 
plastic scintillator type as shown in Fig. 4, and the other is 
the large plastic scintillator type in Fig. 5. The small type 
S-BLM has a light guide for a support of the thin plastic 
scintillator. Two large type S-BLMs were assembled. One 
wsa installed close to the wire scanner together with the 
small type S-BLM as shown in Fig. 3. The other was 
installed upstream of about 5m away from the wire scanner. 
The aim of the near large type S-BLM is a high sensitivity 
detector to measure beam halo elements. And the aim of 
both the near small type and the far large type S-BLMs are 
a low sensitivity detectors to measure beam core elements. 

 
 

Figure 4: Photographs of the Small Scintillator type 
BLM. It has a light guide for a support of the thin plastic 
scintillator. 
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Figure 5: Photograph of the Large Scintillator type 
BLMs 

 

BEAM HALO MEASUREMENT 
Background Suppression 

Beam loss monitor detects the whole radiations which 
are generated at the all over the place around the new halo 
monitor. In order to reconstruct the beam profile from the 
S-BLM signals, we need to search for the pure signal of the 
radiation generated at the wire scanner among the whole 
radiation signal detected by the S-BLMs. Background 
signal, which is defined as a signal of the radiation 
generated at everywhere without the wire scanner, can be 
measured from the S-BLM during the wire scanner 
retracting. And then, pure S-BLM signals from the wire 
scanner can be obtained by subtracting the background 
signal from the whole signal as shown in Fig. 6. 

 
 

      

 
 

 
 

Figure 6: Typical result of the noise reduction of the S-
BLM signal. (a): Comparison of the raw S-BLM signals 
between inserted and retracted the wire scanner. (b): 
pure beam loss signal at the wire scanner after the 
background noise reduction. 

 

Calibration Curve Acquiring 
In order to reconstruct the beam profile from the S-BLM 

signals, every calibration curve formula between the 
number of particles and each S-BLM signals must be 
determined. To control the number of particles in the RCS, 
we can adjust some parameters of the injected LINAC 

beam as follows; a macro pulse width, a chopped 
intermediate pulse width, and number of the intermediate 
pulses.  

For the high sensitivity detector; the near large type S-
BLM, we can control the ultra-low beam intensity by 
adjusting the number of the chopped intermediate pulses in 
which the pulse width of 56ns was fixed. The measurement 
result of the ultra-low particle numbers was summarized in 
Fig. 7. At the same time, we obtained the scanning data of 
the near large type S-BLM signal. Assuming that all 
signals of the S-BLM were not saturated, total radiation 
signal due to each ultra-low intensity beam can be 
estimated by integrating the distribution of the scanning 
data. Figure 8 shows the result of the estimated total 
radiation signal. By combining these two results, we can 
acquire the calibration curve formula as shown in Fig. 9. 
 

 

 
 

 

Figure 7: Particle numbers measurement in the ultra-low 
intensity beam. (a): Typical wave forms of the shift 
bump magnet and the injected intermediate pulses. (b): 
Beam intensity plot dependent on the number of 
bunches. 
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Figure 8: S-BLM signal measurement in case of low 
sensitivity detector. (a) :Beam profiles obtained from the 
scanning signals of the near large type S-BLM. (b): Total 
S-BLM signal plot dependent on the number of bunches. 

 
 

 

Figure 9: High sensitivity calibration curve for the near 
large type S-BLM. 

 
For two low sensitivity detectors; the near small type S-

BLM and the far large type S-BLM, we acquired the 
calibration curve with the same method. In this high beam 
intensity case, we controlled the beam intensity by 
adjusting the macro pulse width in which the chopped 
intermediate pulse width was 432ns and full intermediate 
pulses were used. Figure 10 shows the calibration curve 
formulas for each S-BLM.  
 

 

 
Figure 10: low intensity calibration curves for the near 
small type S-BLM and far large type S-BLM. 

 

Reconstruction of the Transverse Profile 
After completing each calibration curve acquiring, we 

demonstrated the transverse beam profile reconstruction 
with the new halo monitor. In this first trial beam test, the 
output beam power was 340kW equivalent. All PMTs were 
excited by a common power supply and the high voltage 
was fixed on -1kV.  

Three plots in the Fig. 11(a) show the all scanning S-
BLM data. The red circle and blue triangle plots were 
obtained by the near small type S-BLM and the far large 
type S-BLM respectively. The green square plots were 
obtained by the near large type S-BLM. By using the low 
sensitivity detectors, the beam core profile can be 
measured. However beam halo elements cannot be 
measured and then beam edge is underestimated. On the 
other hand, by using the high sensitivity detector, the beam 
core cannot be measured because the S-BLM signals are 
saturated. But the beam halo element can be measured. 
These results indicate that the beam core and halo elements 
can be measured separately by using the different 
sensitivity detectors.   

Next step was reconstruction of the transverse beam 
profile from these scanning data. Only by using each 
sensitivity calibration curve formula, transverse beam 
profile with wide dynamic range can be reconstructed 
directly as shown in Fig. 11(b). These plotted the 
conversion data and any other correction was not necessary 
to join together all measured plots. Two beam core profiles 
overlapped thoroughly, and beam core and halo profiles 
adjoined smoothly.  Thus we approve that the new halo 
monitor can measure the transverse beam profile with wide 
dynamic rage and the absolute value of the beam halo 
components can be evaluated. 

In this first trial beam test, we verified to achieve the 
wide dynamic range of 108 - 1013 particles. Now, in order 
to expand the dynamic range more widely, additional S-
BLMs with different sensitivity were installed and the HV 
power supplies to excite all PMT independently were set 
up. Then we will examine the new halo monitor in more 
detail in the next beam test. 
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Figure 11: Demonstration of the transverse beam profile 
reconstruction with the output beam power of 320kW 
equivalent. (a) : Each S-BLM signal plots. (b) : 
Conversion data plots by using each sensitivity 
calibration curve formula.  

 

SUMMARY 
In the J-PARC RCS, new beam halo monitor, which is 

combined a wire scanner and some beam loss monitors, 
was developed to measure the transverse profile of the 
extraction beam. This new halo monitor aims to achieve 
the ultra-wide dynamic range. By using several beam loss 
monitors of plastic scintillator type with different 

sensitivities, the transverse beam profile including the 
beam core and halo elements can be reconstructed. 

In the first trial beam test, we set up one high sensitivity 
S-BLM and two low sensitivity S-BLMs. The sensitivity 
of the S-BLM is controlled by changing the size of the 
plastic scintillator or by changing the distance from the 
wire scanner. At first, each calibration curve formulas for 
three S-BLMs were acquired. And next, we demonstrated 
the reconstruction of the transverse beam profile. Only by 
using sensitivity calibration curve formulas for the each S-
BLM, transverse beam profile with wide dynamic range 
can be reconstructed directly. Any other correction was not 
necessary to join together all measured plots. It is great 
advantage of the new halo monitor, and we can approve 
that the absolute value of the beam core and halo 
components can be evaluated.  

In this first trial beam test, we verified to achieve the 
wide dynamic range of 108 - 1013 particles. Now, in order 
to expand the dynamic range more widely, additional S-
BLMs with different sensitivity was installed and the HV 
power supplies to excite all PMT independently were set 
up. Then we will examine the new halo monitor in more 
detail in the next beam test. 
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PROPOSED VARYING AMPLITUDE RASTER PATTERN TO

UNIFORMLY COVER TARGET FOR THE ISOTOPE PRODUCTION

FACILITY (IPF) AT LANSCE
∗

J. Kolski† , LANL, Los Alamos, NM, 87545, USA

Abstract

The Isotope Production Facility (IPF) at LANSCE[1]

produces medical isotopes strontium-82 and germanium-

68 by bombarding rubidium chloride and gallium metal

targets respectively with a 100 MeV proton beam, 230 uA

average current. Rastering the proton beam is necessary

to distribute heat load on the target and target window, al-

lowing higher average beam current for isotope produc-

tion. Currently, we use a simple circular raster pattern with

constant amplitude and frequency. The constant amplitude

raster pattern does not expose the target center to beam and

few isotopes are produced there. We propose a raster pat-

tern with varying amplitude to increase isotope production

at the target center, achieve uniform beam flux over the tar-

get, and expose more of the target surface to beam heat-

ing. Using multiparticle simulations, we discuss the uni-

formity of target coverage using the proposed varying am-

plitude raster pattern, compare with the constant amplitude

raster pattern currently used, and consider dependencies on

transverse beam size, beam centroid offset, and macropulse

length and repetition rate.

INTRODUCTION

Beam rastering for IPF is controlled by a horizontal and

a vertical steering magnet[2]. The steering magnets are

modulated by the same frequency generator with maximum

bandwidth 5 kHz. Steering magnet amplitude can be con-

∗Work supported by in part by United States Department of Energy

under contract DE-AC52-06NA25396. LA-UR 14-28471
† Electronic address: jkolski@lanl.gov

Figure 1: Measured beam at the IPF target by foil irradia-

tion: 300 s exposure time at 2 Hz, 7 µA average current.
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Figure 2: Simulated beam at the IPF target with constant

radius 18 mm: 1 macropulse, beam σ = 2.5 mm, gird res-

olutions 0.5 mm. Top: beam flux binned radially. Bottom:

beam binned transversely.

trolled separately via digital controllers. During produc-
tion, IPF receives 625 µs long marcopulses at an uneven

40 Hz rep rate, consisting of micorpulses separated by 5 ns

due to the RF acceleration at 201.25 MHz. Due to the raster

frequency and pulse length, there are ∼3 raster revolutions

during a macropulse.

The current raster pattern is a simple circle with 18 mm

radius. The beam measured at the IPF target by foil irradi-

ation is shown in Fig. 1, and a one macropulse simulation

(described later) using the constant amplitude raster pat-

tern is shown in Fig. 2. The beam appears wider in mea-

surement, but the foil coloration results from heating ef-

fects which saturate. It is clear from both measurement and

simulation that little beam hits the target center and few

isotopes are produced there. This is an inefficient use of

expensive solid targets.

The goal of this investigation is to obtain a raster pattern
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that yields uniform target coverage with the constraints of

the present equipment. Uniform beam flux on the target

utilizes more of the target, lowering heat load by spreading

the beam over a larger surface. This allows for an increase

in average current. Steering the beam center increases the

overall flux because less beam hits the collimator.

AMPLITUDE VARIATION

We tried to achieve uniform beam coverage in a sin-

gle marcopulse using a spiral-type raster pattern (constant

frequency, varied amplitude), but given the constraints

of the present equipment (∼3 rastering revolutions in a

macropulse), we determined it is not possible. Our stud-

ies show uniform coverage is possible if the last revolution

of the spiral is within a radius of ∼2 rms beam widths.

For our beam with typical rms beam width 2.5 mm, the

raster frequency necessary for uniform beam coverage in

one marcopulse is ∼25 kHz.

However, uniform coverage in one macropulse is not re-

quired because isotope production and heating effects have

longer time scales. We will concentrate on obtaining uni-

form radial flux and rely on the pulse-to-pulse phase shift

between the raster frequency and the beam rep rate to fill in

the transverse grid after several macropulses.

We take advantage of the circular symmetry and separate

the rastering into radial and azimuthal components
(

x0

y0

)

= R(t)× Φ(t) = R(t)×

{

cos(2πft+ φ)
sin(2πft+ φ)

. (1)

For simplicity, we choose to keep a constant frequency az-

imuthal component and vary the amplitude of the raster pat-

tern to achieve a uniform radial flux.

We define a radial grid. The area of the bins, or rings,

increase with position. The area of the ith ring with outer

radius r and width ∆r is Ai(r) = 2π(∆r)r − π∆r2 =
Ai−1(r −∆r) + 2A0(∆r), where A0(∆r) = π∆r2 is the

area of the inner most radial bin. We desire the amount of

beam in each radial bin to be proportional to the area of the

ring. We equate the amount of beam in a radial bin with

the time the raster pattern spends in the bin and define a

time unit τ , which amounts to the beam equivalent for area

A0(∆r). Thus, the raster pattern must be present in the

four inner radial bins for 1, 3, 5, and 7τ time units respec-

tively. This is a square root dependence,R(t) ∼
√

τ , which

duplicates the result in Ref. [3]. The proposed amplitude

variation raster scheme with the square root dependence is

illustrated in Fig. 3.

SIMULATION

The simulation results shown in this paper are gener-

ated with a simple multiparticle simulation. For each mi-

cropulse (5 ns time steps) in a macropulse (625 µs long), a

2D gaussian distribution of 10,000 particles and rms widths

σx = σy = 2.5 mm (as determined by beam measure-

ments with a harp) is generated with beam centroid deter-

mined by the rastering pattern shown in Fig. 3. The par-

ticles are binned to a 0.5 mm radial grid and to a grid of
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Figure 3: Amplitude variation raster pattern for 1

macropulse: radial position of the raster pattern (top) and

horizontal and vertical position of the raster pattern (bot-

tom) on the IPF target.

0.5 mm square bins. The simulation can run for multiple

macropulses, in which case, it calculates the phase shift be-

tween the raster frequency and the beam rep rate. After all

micropulses from all macropulses are binned, the number

of particles in each radial bin is divided by the area of the

ring to obtain the beam flux, which is graphed in the top

plots of Figs. 2 and 4.

UNIFORM TARGET COVERAGE

The result of a single macropulse simulation with the

square root amplitude variation is shown in Fig. 4. This

raster pattern produces an even radial flux out to ∼13 mm

with only 5% variation.

The amplitude variation covers more of the target than in

the constant amplitude case. However, there is still a bit of

the target that is not hit by beam and a corresponding “hot

spot” that receives about twice as much beam. Note, the

“hot spot” is only ∼20% more than the hottest location in

the constant amplitude raster pattern. Even though the am-

plitude variation raster pattern yields a uniform radial flux,

the transverse grid is not uniformly covered with a single

macropulse. However, we observe very uniform transverse

coverage when we run 1 s worth of macropulses at an un-

even 40 Hz rep rate as in typically IPF production, Fig. 5.
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Figure 4: Beam simulated at the IPF target using the ampli-

tude variation raster pattern with beginning radius 18 mm

and ending radius 0.83 mm (0.33σ): 1 macropulse, beam

σ = 2.5 mm, gird resolution 0.5 mm. Top: beam flux

binned radially. Bottom: beam binned transversely.

Note the small dip in beam flux at the center of the target

in Fig. 5, which is determined by the transverse beam size

and the minimum raster amplitude. In optimization studies,

we found that a minimum raster radius of ∼0.2σ smoothed

the beam flux at the center of the target the best.

BEAM DEPENDENCIES

The transverse beam size changes the smoothness of the

beam flux when filling the center of the target with a single

macropulse and the edge fall-off effects. Smaller beam size

will expose less of the target center to beam, sharpen the

fall off of the beam flux on the target, and require higher

raster frequency to uniformly cover the target in a single

macropulse.

The raster spot on the target is only shifted with upstream

steering. This is consistent with current operations, though

beam signal on guard rings and collimator will be less be-

cause the amplitude variation raster pattern moves most of

the macropulse way away from the outer radius.

The macropulse length has little direct effect. Longer

pulse lengths lead to more raster revolutions which is better

for faster uniform coverage. There is a lower limit on the

macropulse length in which the amplitude variation scheme

does not readily lead to uniform coverage, even after 1 s.
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Figure 5: Beam simulated at the IPF target using the ampli-

tude variation raster pattern with beginning radius 18 mm

and ending radius 0.66 mm (0.33σ): 40 macropulses at un-

even 40 Hz, beam σ = 2 mm, gird resolution 0.5 mm.

At least one raster revolution per macropulse is required

for the amplitude variation raster pattern to yield uniform

target coverage. Thus, typical tune up beam of 150 µs long

macropulses (∼0.7 raster revolutions) will not uniformly

fill the transverse grid. Likewise, the beam rep rate does not

have much effect on the accumulative effects of the ampli-

tude variation raster scheme unless the raster frequency is a

multiple of the 60 Hz machine rep rate. Our studies showed

uniform target coverage for a series of macropulses at 1 Hz,

even 4 Hz, and uneven 40 Hz.

CONCLUSIONS

We have shown through multiparticle simulation that

uniform coverage of the IPF target at LANSCE is possible

with existing equipment. We determined that the ampli-

tude variation of the rastering should be proportional to the

square root of time. Although the amplitude variation raster

scheme does not uniformly cover the target transversely in

once macropulse, it achieves less than 5% variation in uni-

formity after 1 second at production beam parameters. We

also considered effects of the raster spot on the target with

respect to beam size, steering, and macropulse length.

REFERENCES

[1] M.S. Gulley, “Isotope Production Facility Beam Line

Commissioning Plan”, LANL memo, LANSCE-6-03-072,

Oct.14, 2003.

[2] R. Meyer, “Specifications for Rastering Magnet Coils”, IPF

Specification Number IPF-SPC-0599-0017-00-R00, (1999).

[3] Y.K. Batygin, et al. , “Uniform target irradiation by circu-

lar beam sweeping”, Nucl. Instrum. Methods Phys. Res. A

363, 128 - 130 (1995).

MOPAB46 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

150C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Instrumentations and Beam Material Interactions



SIMULATION OF A NEW BEAM CURRENT MONITOR  
UNDER HEAVY HEAT LOAD* 

J. Sun, P.A. Duperrex#, Paul Scherrer Institut, Villigen PSI, Switzerland 

Abstract 
At the Paul Scherrer Institute (PSI), the High Intensity 

Proton Accelerator (HIPA) feeds a pion and muon source 
target with protons.  A beam current monitor, called 
MHC5, installed 8 meters downstream from the target is 
heated by the scattered particles from the target. This 
thermal load on the monitor causes the resonance 
frequency to drift much more than expected. 

A novel new beam current monitor using graphite has 
been developed.  In order to have a good understanding of 
its performance, the simulation software ANSYS has been 
used to carry out thermal and high frequency simulations. 
With this software, it was possible to perform a detailed 
design of the thermal self-compensation scheme and to 
check the structural stability of the whole system. In this 
paper, simulation results show that frequency drift can be 
reduced to only 8 kHz from previous 730 kHz when 
expected operating conditions are assumed. 

INTRODUCTION 
The proton beam current monitor, MHC5, has been 

operated for several years in the PSI 590 MeV proton 
cyclotron. The scattered particles and their secondaries 
from the target 8 meters upstream cause the resonance 
frequency of the current monitor to drift due to radiation 
heating. The originally designed MHC5 made of 
aluminium showed its operational limits with the 
increased beam intensity of the last few years. A newer 
version presently in operation still has large system gain 
variations caused by the frequency drift even with an 
active cooling system [1, 2].  

To have a good understanding of the MHC5 
performance and its limitations, simulations for an old 
prototype and for the MHC5 version in operation have 
been carried out using ANSYS.  

FUNDAMENTAL BEHAVIOUR OF THE 
MONITOR 

The MHC5 is a coaxial resonator tuned at 101.26 MHz, 
the 2nd harmonic of the proton beam pulse frequency. The 
size of the capacity gap, as shown the red ellipse in Figure 
1, is a critical parameter influence the resonance 
frequency. Figure 2 shows the relationship between the 
size of capacity gap and the resonance frequency of 
MHC5. As the capacity gap increases, the resonance 
frequency of the monitor is increasing non-linearly. 

  
Figure 1: Schematic (left) and section view (right) of the 
MHC5. 

Figure 2: Resonance frequency changing with capacity 
gap. 

Scattered particles from the target deposited on the 
MHC5 heat up the monitor and provoke frequency drift. 
Figure 3 shows the resonance frequency drift with 
increasing temperature on the monitor. 

Figure 3: Resonance frequency drifting trend. 

The monitor needed to be divided to 7 segments in 
simulation, since the distribution of the scattered particles 
is Gaussian in transverse plane, which means each 
segment has different power deposition. 

VALIDATION WITH PROTOTYPE 
In order to validate the simulation results, a cross check 

between simulation and experiment is necessary. An old 

____________________________________________  
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prototype made of aluminium was used to carry out some 
laboratory tests. 

An old prototype was put into a climate chamber and 
heated from 20 oC to 60 oC. Figure 4 shows the frequency 
drift of the prototype was 24 kHz/10 oC.  A 2D model was 
set up in simulation. The frequency drift is 24.5 kHz/10 
oC in simulation. With the thermal expansion as shown in 
Figure 5, the diameter increased 0.394 mm and the height 
increased 0.197 mm, which show good agreement with 
the experiment results in Table 1. 

Figure 4: Sensitivity curves from 20 oC (black) to 60 oC 
(blue).  

  

Figure 5: Simulations of the thermal expansion of the 
diameter (left) and the height (right). 

 
Table 1 Measured and simulated thermal expansion for a 

temperature increase from 20 oC to 60 oC 

 Measured  Simulated 

Height (mm) 0.2 0.197 

Diameter (mm) 0.4 0.394 
 

  SIMULATION AND VALIDATION WITH 
THE EXISTING OPERATIONAL 

MONITOR  

Simulation 
The MHC5 presently in operation is made of 

aluminium as well. Compared to the old prototype the 
present monitor has a water pipe mounted on the beam 
entry side to provide an active cooling.  A 3D model was 
set up, as shown in Figure 6. 

 
Figure 6: The MHC5 in operation, the water cooling pipe 
at the beam entry side (left), 3D model setup (right). 

Normally the cooling efficiency will be increasing with 
the water velocity increasing. But once the turbulence is 
fully developed, the improvement of the cooling 
efficiency with increasing water inlet speed is marginal. 
Different water velocity was applied and the simulation 
results show in Figure 7. When the velocity of the water 
ups to 2 m/s, there is no significant improvement of the 
cooling efficiency to be expected, just as earlier 
simulation shows [3]. 

Figure 7: Frequency drifts dependent water velocity. 

Validation 
The temperature of the monitor presently in operation 

can be controlled by modulating the cooling water speed 
using a valve. In the routine operation the velocity of the 
cooling water is 1.91 m/s, the temperature of the water is 
around 48 oC. Through simulation the frequency drift of 
the MHC5 in operation is 730 kHz when 3 mA proton 
beams is applied. 

The resonance frequency was measured with two 
different cooling water speeds, as shown in Figure 8, the 
blue line is the sensitive curve under 51.8 oC and the 
green line is under 74.1 oC. From this figure the frequency 
drifts between 51.8 oC and 74.1 oC can be estimated 
around 100 kHz. Table 2 compares the results from 
experiment and simulation. 

Table 2 Frequency drifts comparison 

 Temperature  Frequency drift 

Experiment  51.8 ~ 74.1 oC ~ 100 kHz 

Simulation 52 ~ 74.1 oC ~ 110 kHz 
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Figure 8: Sensitivity curves from measurement. The blue 
curve is for 51.8  oC, the green curve is for 74.1 oC. 

DESIGN OPTIMIZATION 
Through the simulations described before, the origin of 

frequency drift is caused by the thermal expansion and the 
thermal gradient between inner parts and outer parts. 
Graphite is proposed instead of aluminium to make the 
new monitor, since it has a lower thermal expansion 
coefficient and a very high emissivity. As a result, the 
active cooling is no more required and the thermal 
gradient can also be strongly reduced. 

Improvement in Geometry 
A simplified model of graphite without the water 

cooling pipe is shown in Figure 9. The power deposition 
in this structure is 400 W [4]. 

 
Figure 9: Simplified model without water pipe. 

In order to decrease the power deposition, the inner 
diameter of the MHC5 is increased from 255 mm to 280 
mm, the corresponding power deposition is decreased 
from 400 W down to 169 W. But the capacity gap has to 
be reduced from 4.5mm to 2.5mm to keep the same 
resonance frequency. This makes the manufacture more 
difficult, since the resonance frequency is very sensitive 
to the size of the capacity gap. 

Improvement and Compensation of the Capacity 
Gap  

To relax the mechanical tolerance, ceramic is used to 
fill partially the capacity gap. Since the capacity between 
two plates is directly proportional to the permittivity ߝ	of 
the material filling the gap, a larger permittivity (typically 
10) allows a larger the capacity gap.  

A 6.1 mm thick ceramic ring can be inserted between 
the capacitor plates and to give the same resonance 
frequency. 

In addition, a 2 mm thick aluminium shim is used to 
compensate the capacitance increase due to the thermal 

expansion. The shim is placed so that its thermal 
expansion leads to an increase of the capacitor gap. The 
thermal expansion coefficient of aluminium is about 8 
times higher than graphite so by calculating the thickness 
of the shim proportionally, the capacitance can be kept 
approximately constant. 

Figure 10 shows the final design of the new MHC5. 
The frequency drift of this model under 3 mA proton 
beams is only 8 kHz in simulation, much lower than the 
unit in operation. 

  
Figure 10: Final design of the new MHC5 with 
aluminium shim and ceramic ring. 

Tuning Method 
Eight M20 size screws are distributed on the beam exit 

side for the fine tuning, as shown in Figure 11. The tuning 
capability of these screws is [0, -2.2 MHz].  

 
Figure 11: Eight screws for fine tuning on the beam exit 
side. 

CONCLUSION 
Simulation study has been carried out for the design of 

a new current monitor. First the simulation has been 
validated by comparing experimental and simulated 
results using existing current monitor. The simulation has 
then been used to test the design and the improvements of 
the new current monitor. According to these simulations, 
the frequency drifts of the new design can be ideally 
reduced to 8 kHz from the previous value of 730 kHz. 
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DESIGN OF A NEW BEAM CURRENT MONITOR  
UNDER HEAVY HEAT LOAD* 

J. Sun, P.A. Duperrex#, G. Kotrle, Paul Scherrer Institut, Villigen PSI, Switzerland 

Abstract 
At the Paul Scherrer Institute (PSI), a 590 MeV 50 

MHz High Intensity Proton Accelerator (HIPA) has been 
operated for many years at 2.2 mA / 1.3 MW and it will 
be in future upgraded to 3 mA / 1.8 MW. Downstream 
from a target for pion and muon production is a beam 
current monitor, called MHC5. The thermal load in 
MHC5 induced by the scattered particles from the target 
causes its resonance to drift. Even with an active cooling 
system, the drift remains a problem. 

A new beam current monitor has been designed to 
overcome this shortcoming. The mechanical design of the 
new monitor has been completed and manufactured. 
Different improvements have been implemented 
compared to the monitor in operation. For instance, 
graphite has been used as material for the resonator 
instead of aluminium to minimize the thermal expansion, 
a thermal self-compensation scheme has been 
implemented to counteract the frequency drift, its 
structural stability has been improved and the thermal 
load has been reduced. The design and the preliminary lab 
test results are presented in this paper. 

INTRODUCTION 
A proton beam current monitor called “MHC5” has 

been installed in the PSI 590 MeV proton cyclotron for 
several years. The MHC5 is a coaxial resonator tuned at 
101.26 MHz, the 2nd harmonic of the proton beam pulse 
frequency. The magnetic field in the resonator is directly 
proportional to the beam current. It is located 
approximately 8 m behind a 4 cm thick graphite target 
used for muon and pion production. As a consequence, 
the monitor is exposed to scattered particles and their 
secondaries from this target and the resulting thermal load 
causes the resonance frequency to drift. For the current 
system, the variations of the system gain caused by the 
frequency drift are too large (10-20%) even with an active 
cooling system [1]. These drifts should be minimized. A 
new beam current monitor should be designed and aimed 
to future high intensity beam operation (3 mA, 1.8 MW).  

PRELIMINARY SIMULATION 
In order to have a good understanding of the 

performance of MHC5 in the beam tunnel, preliminary 
simulation about the monitor in operation was carried out 
by ANSYS. 

 The MHC5 in operation is made of aluminium 
(anticorodal 110), with a 10 μm coating layer of silver to 

improve the electrical conductivity. The monitor itself is 
in vacuum and the active water cooling keeps the 
resonator at an average temperature of about 50℃. Four 
thermocouples monitor the resonator temperature [2], as 
shown in Figure 1. 

    
Figure 1: The MHC5 in operation, the pipe for water 
cooling at the beam entry side (left), the thermocouples 
installed on the beam exit side (right). 

The energy deposition on MHC5 in operation under 3 
mA proton beams is about 345 W, calculated by MARS 
[3]. The velocity and temperature of the cooling water is 
1.91 m/s and 48℃, by which the convection coefficient 
can be calculated out, which is about 10500 W/(m2·K). 
The ambient temperature in the tunnel is 50℃. The 
thermal distribution and deformation of MHC5 in 
operation as shown in Figure 2. The frequency drift of 
this case is 730 kHz. 

  
Figure 2: Thermal distribution (left) and thermal 
expansion (right) of MHC5 in operation with water 
cooling. 

Causes of the Frequency Drift 
In addition to the frequency drift due to the thermal 

expansion of the resonator, the thermal gradient due to the 
active cooling is making the shift larger. From simulation 
calculations (Figure 2), the peak temperature and the 
maximum expansion part are located at the inner part of 
the monitor. Inner parts have larger deformations than the 
outer parts because of the thermal gradient, which 
decreases the capacity gap and lead to additional 
resonance frequency drifts. 

To reduce the frequency drift, it is therefore essential to 
minimize the deformations of the monitor. Thus the 
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power deposition, the thermal expansion and the thermal 
gradient on the monitor have to be minimized. 

MATERIAL SELECTION 
 A reduction of the thermal expansion can be achieved 

by selecting a material for the resonator that has a lower 
thermal expansion coefficient than the one of the existing 
resonator (anticorodal 110). 

Graphite has been selected for this reason. It has a 
lower thermal expansion coefficient (see Table 1). 
Furthermore, it has a very high emissivity. As a result, the 
active cooling is no more required and the thermal 
gradient can also be strongly reduced.  

Consider all the requirements graphite is selected to 
make the new MHC5. Table 1 compares the main 
properties of graphite and anticorodal 110. Compare to 
anticorodal 110 graphite has much higher emissivity, 
lower resistivity and lower thermal expansion coefficient. 
Table 1: Main Properties of Graphite and Anticorodal 110 

 Graphite Anticorodal 110 

Thermal expansion 
coefficient (K-1) 2.9e-6 23.4e-6 

Emissivity 0.95 0.05 

Electrical resistivity 
(Ω·m) 9.8e-6 3.5e-8 

Thermal conductivity 
(W/(m·K)) 129 162 

The lower electrical conductivity might have been an 
issue if a high Q factor was required. In fact, it is not 
needed or even not desired. Since a high Q factor requires 
a high temperature stability. A mismatch between the 
resonance frequency and the beam harmonic frequency 
has a stronger impact on the resonator gain at the beam 
frequency. For instance, to achieve a gain variation lower 
than 2%, the shift range must be lower than 200 kHz if 
the resonator Q value is 100 whereas for a Q of 1000, the 
maximal shift is 20 kHz (see Figure 3). 

Our goal is to reach a gain variation lower than 1% for 
a Q of ~150, which requires a maximum frequency shift 
of 100kHz.   

  
Figure 3: Required accuracy VS. Q factor. 

 DESIGN OPTIMIZATION 
By simply replacing the aluminium by graphite and 

keeping otherwise the same design, the expected total 
power deposition on the graphite monitor is around 400 
W. The calculated frequency drift in this case for a 3 mA 
proton beam is ~400 kHz, which is too large compared to 
a 100 kHz maximum limit. The thermal distribution of 
this case shows in Figure 4. 

  
Figure 4: Thermal distribution of the graphite MHC5 
with same dimension as the operation one (minimum 
Temperature: 60℃, maximum temperature: 140℃). 

Power Load Reduction 
The power load deposition has been reduced by 

increasing the inner diameter of the resonator. Indeed, the 
distribution of the scattered particles is Gaussian in 
transverse plane; that is, the number of scattered particles 
decreases with the radius. Therefore, increasing the inner 
diameter leads to a reduction of the power load.  When 
the inner diameter of the MHC5 is increased from 255 
mm to 280 mm, the corresponding power deposition is 
decreased from 400 W down to 169 W. 

One thing should be pointed out, that the capacity gap 
of this case needed to decrease from 4.5mm down to 
2.5mm to keep the same resonance frequency. This will 
make the manufacture more difficult, since the resonance 
frequency is very sensitive to the size of the capacity gap. 

Self-compensation Scheme 
The frequency shift is mainly caused by the thermal 

expansion of the resonator itself, a higher temperature 
leading to a low resonance frequency. One possible way 
to counteract this effect is to use a second material with 
much larger expansion coefficient in such a way to 
increase the capacitor gap (e.g. increases the resonance 
frequency) while keeping the other characteristics 
unchanged. This has been done by inserting a thin 
aluminium shim as shown in Figure 5.  

  
Figure 5: Position of the aluminium shim (red elliptical). 
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 For a case where the power load is 169 W the 
simulations with a 5 mm thick shim shows a frequency 
shift of 10 kHz compared to 200 kHz in the case without 
aluminium shim.  

Capacity Gap Improvement 
High permittivity material such as Ceramic (99.5% 

Al2O3) [4] can be used to fill in the capacity gap to 
increase the gap’s size and while keeping the same 
resonance. This relaxes the mechanical tolerance as well 
as providing more rigidity to the capacitor plates. 

Simulations with a ceramic ring and a resulting 6.1 mm 
capacitor gap indicate the frequency drift can be reduced 
to 8 kHz. The simulated thermal distribution is shown in 
Figure 6. 

An advantage of using a ceramic plate between the 
capacitor plates is that the ceramic acts as a thermal 
bridge. It balances the thermal distribution between the 
inner and the outer parts, diminishing its gradient, thus 
proving a further stabilization effect as far the frequency 
shift is concerned. 

 
Figure 6: Thermal distribution of the final design. 

FINAL DESIGN 
Figure 7 shows the final model for the simulations, the 

capacity gap is set to 6.1 mm filled with a ceramic cirque 
(the red part) and the thickness of aluminium shim (the 
blue part) is 2 mm and with inner diameter 280 mm. 

  
Figure 7: Half model over view (left) and details (right) 
of the new design of MHC5.  

Combination of BCM and BPM 
Beside the beam current measurements, 4 pickups have 

been mounted on the inside wall to measure the beam 
position, as shown in Figure 8(left). On the both side of 
the MHC5, 6 thermocouples in total are mounted to 
monitor the temperature of the MHC5. 8 tuning screws 
are used to do the fine tuning work, as shown in Figure 
8 (right). 

   
Figure 8: New MHC5 after mechanical drawing (left) 
and the new monitor lying in the lab (right). 

FIRST LAB TEST 
After the new monitor delivered to PSI, first lab test is 

carried out immediately. For the resonance frequency, the 
new MHC5 can be easily tuned to 101.26 MHz with 8 
tuning screws (Figure 9). The Q factor in room 
temperature is 130 when a pair of small pickup loop (1 
cm2) are used and 92 when a pair of big pickup loop (13.5 
cm2) are used. 

 
Figure 9: Result of the first lab test. 

CONCLUSION 
From our first lab test, the new beam current monitor 

made of graphite does have less frequency drift than the 
aluminium one. Further test is still going on and the new 
monitor will be mounted on the beam line next February, 
its performance will be checked then. 
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BEAM DYNAMICS STUDY FOR J-PARC MAIN RING BY USING THE 

'PENCIL' AND SPACE-CHARGE DOMINATED BEAM: MEASUREMENTS 

AND SIMULATIONS 

A.Molodozhentsev, S.Igarashi, Y.Sato, J.Takano, KEK, Tsukuba, Oho 1-1, 305-0801, Japan 

 

Abstract 

In frame of this report we discuss existing experimental 

results and compare it with simulations, performed 

extensively for different machine operation scenario, 

including the 'pencil' low intensity beam and the ‘space-
charge dominated’ beam. The obtained results 

demonstrate agreement between simulations and 

measurements for emittance evolution and losses for 

different cases. The modelling of the beam dynamics has 

been performed by using the ‘PTC-ORBIT’ combined 
code, installed on the KEK supercomputer * [1,2]. The 

developed MR computational model will be used to 

optimize the machine performance for the ‘Mega-Watt’ 
MR operation scenario with limited losses. 

INTRODUCTION 

J-PARC Main Ring (MR) study has been performed 

during 2012-2014 to optimize the machine performance. 
As the result of this activity the ‘200 kW’ proton beam 
has been delivered successfully to the ‘Neutrino’ 
beamline for the ‘Super-Kamiokande’ experiment. Total 

particle losses, localized at the MR collimation section, 

have been estimated as 120 W. The 'low-losses' MR 

operation has been achieved after optimization the 

injection process, stabilizing the power supply ripple, 

after searching the optimized setting for the MR RF 

system, dynamic control of the chromaticity, optimization 

of the ‘bare’ working point and compensation the linear 

coupling resonance. 

Effects of the machine resonances, caused by 
imperfections of different kind of the MR magnets, have  

been studied experimentally by using a low intensity 

‘pencil’ beam. The ‘space-charge dominated’ beam has 
been used to observed the effects of the machine 

resonances in combination with the space-charge effects, 

like the space charge detuning and space-charge 

resonances. 

The appropriate scheme to compensate the ‘sum’ linear 

coupling resonance Qx+Qy=43 has been proposed, tested 

and implemented successfully for J-PARC MR [3,4] for 

the ‘basic’ working point. The benchmark activity was 
initiated to improve the machine model, which should be 

used to study the Main Ring operation scenario in the 

case of the ‘Mega-Watt’ machine operation.  

‘PENCIL’ BEAM 

During the J-PARC Main Ring study (RUN44, 

Nov.2012) the low intensity proton beam with small 

transverse emittance was used to study the [1,1,43] 

resonance and its compensation. The resonance correction 

approach now is based on dedicated four skew 
quadrupole magnets, installed in two straight sections of 

MR [4,5]. The single bunch injection into MR from RCS 

was performed to provide small beam intensity of 4e11 

proton per bunch. The 2 horizontal beam emittance of 

the ‘pencil’ beam, injected into MR, was just 3 
mm.mrad. The beam profile measurements were 

performed by using the ‘Flying Wire’ monitor, installed 

in the dispersion-free straight section of MR 

The PTC code was used to prepare the MR description 

taking into account measured imperfections of the 

machine magnets and realistic alignment of the elements. 

By using this machine description one can perform single 

or multi-particle tracking by the PTC-ORBIT code to 

study the beam dynamics for different scenario of the 
machine operation, including different time pattern for 

machine magnets and RF system. The ripple of the power 

supply can be also introduced into the machine mode. The 

KEK Super Computer system was used to simulate the 

injection and acceleration processes for J-PARC MR. 

Effect of Isolated Resonance 

To model the effect of the ‘isolated’ [1,1,43] resonance 

for MR, the resonance was excited by using the negative 

strength of the skew quads, defined experimentally to 

compensate the resonance (RUN44). 

 The study, based on single particle tracking, shows that 

the periodical crossing the [1,1,43] resonance stop-band 

by the off-momentum particles in the case of the realistic 
parameters for the RF system leads to significant 

limitation of the maximum beam emittance, which can 

survive if the ‘bare’ working point is close to the 

corresponding resonance line [5].  

The performed multi-particle tracking was based on the 

6D particle distribution, which represented the 3GeV 

‘pencil’ beam, injection into MR from RCS. To make the 

long-term multi-particle tracking during 60’000 turns 

(corresponds to 320 ms at the energy of 3GeV) and to 

compare it with the observations we used 20’000 macro-

particles in order to represent the 6D particle distribution 
in the single bunch. 

The benchmark between the simulations and 

measurements (RUN44) was performed without any 

resonance correction for the ‘bare’ working point near the 

resonance line (Qx=22.2875, Qy=20.6975). The particle 

losses during the injection and beginning of acceleration 

were simulated for the realistic time pattern of the MR RF 

 _________________________________________  
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system and for the collimator acceptance of 70  mm.mr. 
The simulated losses are in agreement with the results of 

the measurements [5] for the ‘bare’ working point 
Qx=22.2875 and Qy=20.6975 (Fig.1). 

 

 

Figure 1: Reproduction the measured particle losses 
during the injection and acceleration processes for the 

case of the isolated linear coupling resonance. 

Effect of Combined Resonances 

 

 

Figure 2: Simulated horizontal beam profile at the end of 
the tracking for the ‘bare’ working point Qx=22.195 and 

Qy=20.795. 

 

 

Figure 3: Reproduction the measured particle losses for 
the case of the combined resonances. 

By using the developed computational model of MR it 

was demonstrated successfully [5] that the correction of 

the ‘sum’ linear coupling resonance [1,1,43] for the ‘bare’ 
working point (Qx=22.195 and Qy=20.795) prevents the 

trapping the large amplitude particles by the high-order 

horizontal resonance 5Qx=111. 

To obtain a reasonable agreement with the 

experimental results, it is necessary to have appropriate 
number of macro-particles of in the 6D distribution and 

high-order field errors of the MR magnets have to be 

added into the model of the machine. The simulated 

(120ms after the injection) beam profile is presented in 

Figure 2. The simulated horizontal 1 beam size after 
120ms from the injection becomes 13.8mm. The 

measured one was 15.4mm, which shows good agreement 

between the simulations and measurements for this case. 

The simulated losses are in agreement with the 

measurements too (Fig.3). 

SPACE CHARGE DOMINATED BEAM 

Dedicated measurements (RUN54-RUN55/2014) and 
simulations were performed for the ‘low-energy’ ‘space 

charge dominated’ case to check the ability of the 

computational model to reproduce the experimental 

observations. 

The RCS beam power at 3GeV was fixed to keep it on 

the level of 315kW (Ion Souce: 25mA / Chopping Time: 

460ns / LINAC: 400MeV). Different painting areas were 

used to accumulate in RCS the required beam power at 

the injection energy of 400MeV: 100 and 50.  
Different machine conditions with different beam 

parameters (for the fixed beam intensity) were studied 

experimentally and used for the extensive simulations to 

reproduce beam survival in MR for different parameters 
of the RF system; transverse beam emittance evolution 

for different initial beam parameters and for different 

levels of the chromaticity compensation and effect of the 

[1,1,43] resonance compensation for the space-charge 

dominated beam. All these studies are extremely useful 

for better understanding the MR peculiarities for the 

‘high-beam power’ operation.  

Observation: ‘RF’ Effects  
The particle losses at the injection energy of 3GeV for 

different sets of the MR RF system were studied 

experimentally. The ‘painting’ area for the RCS injection 
was set as 100. The ‘basic’ lattice working point 
(Qxo=22.40, Qyo=20.75) with the partial ‘linear’ 
chromaticity correction (~85%) was used during RUN54. 
The fundamental RF system (h=9) of MR was used with 

different RF voltages: 160kV and 200kV. 

 The compensation of the linear coupling resonance 

[1,1,43] was not activated to check the effect of this 

resonance at the injection energy. Different RF voltage at 

the DC mode in the ‘mismatched’ case leads to changing 

the longitudinal particle distribution in the bunch (the 

bunching factor variation) so that the effect of the 

periodical crossing the [1,1,43] resonance can be 

observed.  

The measured beam survival at the MR injection 
energy of 3GeV (DC mode) is presented in Figure 4 for 

the RF voltage of 160kV and 200kV. The beam intensity 

was 2.75e13 ppp (2 bunches per pulse). The collimator in 

the 3-50BT beam line between RCS and MR was opened 

during this study. The aperture of the MR collimator was 

not optimized, so that the horizontal acceptance was in 

the range (6080) and the vertical collimator was 
opened. The observed particle losses were localized in the 
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MR collimator section. The losses observed for the 

160kV RF voltage are about twice smaller than for the 

case of 200kV for the ‘basic’ working point.  
 

 
Figure 4: Measured beam survival at 3GeV (DC mode) in 

MR for different sets of the RF system (h=9): 160kV 

(brown) and 200 kV (blue). 

 

Observation:  [1,1,43] Resonance Effects 

The beam profile measurements were performed for 

different beam conditions, injected into MR from RCS to 
observe the effect of the ‘sum’ linear coupling resonance 
[1,1,43] in the case of the ‘basic’ MR operation 
(VRF=160kV(h=9) and Qxo=22.40,Qyo=20.75). The beam 

profile in the horizontal plane has been measured by using 

the flying-wire profile monitor. 

The beam with different ‘painting’ area during the 
multi-turn injection into RCS has been used for this study, 

in particular, the ‘50’ and ‘100’ cases.  
During this study the dedicated skew-quadrupole 

magnets were activated to observe the effect of the 

[1,1,43] resonance compensation for the different beams 

from RCS. The set for the skew-quads was optimized for 

the case of the MR operation with the ‘pencil’ beam 
(4e11 ppb) with the lattice tunes close to the resonance 

line Qx+Qy=43. The optimization of the current pattern 

for the skew-quads was performed for both injection and 

acceleration regions to minimize the losses. 

  

 

 

 

 

 

 

 
 

 

 

 

 

Figure 5: Measured horizontal RMS emittance at the 
3GeV energy  (MR  ‘DC’  mode)  for  different  beam 
parameters and machine setting. 

The measured horizontal RMS emittance at the 3GeV 

(‘DC’ mode) in MR is presented in Figure 5 for the cases 

without (‘WO’) and with (‘W’) dedicated skew-

quadrupoles for different beam conditions, injected into 

MR from RCS. After activation the skew-quads the RMS 

emittance growth in the horizontal plane has been 

eliminated for both cases: ‘50’ and ‘100’. 
The obtained experimental results have been used to 

compare it with the results of the modelling the beam 
dynamics in the case of the space-charge dominated 

regime.  

SPACE-CHARGE DOMINATED BEAM: 

SIMULATIONS 

The ‘low-energy’ space charge dominated regime of 

the MR operation was simulated extensively by using 

different beam and machine conditions, as it was made 
experimentally during the MR study (RUN54 and RUN55  

during the 2014 machine study). 

The MR model is based on the lattice representation, 

which takes into consideration measured imperfections of 

the MR magnets including field and alignment errors [3]. 

The space charge effects in combination with the lattice 

resonances, caused by the machine imperfections, were 

studied by using the combined PTC-ORBIT code [1,2]. In 

this combination, the ORBIT part of the code can be used 

to simulate collective effects (‘PIC’ type of code) in 
‘space-charge’ nodes. The PTC in this combination is the 
‘symplectic’ integrator, which integrates the particle 
motion between the ‘space-charge’ nodes. The integration 

method, used by PTC for MR study, was optimized to 

minimize the multi-particle tracking time. The ‘ORBIT’ 
parameters, to simulate the space-charge kicks, were 

optimized for the MR simulations during the convergence 

study [3].  It was shown that for the MR case one can use 

the 2.5D space charge model, implemented into the 

‘ORBIT’ code, in particular, the ‘fixed grid’ method 
(128x128 mesh) with the distance between the space 

charge nodes not more than 1.5m.   

 The performed modelling of the beam dynamic is 
based on the pre-simulated 6D distribution of the beam, 

accelerated by RCS from 400MeV up to 3GeV. The total 

number of macro-particles in this distribution is 498’622. 
Different conditions for the multi-turn ‘painting’ injection 
in RCS has been used to prepare the initial particle 

distribution for the MR study to be in agreement with the 

experimental study.  

Incoherent Space Charge Detuning 

The incoherent space charge detuning in the case of the 

low-energy high-power beam for MR depends on the MR 

RF setting, the bunch length of the beam extracted from 

RCS (200ns for the present RCS extraction kicker) and 

the ‘painting’ area for the RCS injection. The beam 
intensity was 2.75e13/2 ppb (2 bunches per pulse). The 

performed simulations show that after 1200 turns (a few 

synchrotron periods for MR at 3GeV) the maximum 

space charge detuning is about (-0.15) for the ‘100’ RCS 
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painting area and about (-0.35) for the ‘50’ RCS 
painting area, respectively. The simulated incoherent 

space charge detuning at the injection energy of 3GeV 

after 1200 turns for different RCS painting area is shown 

in Figure 6.  The ‘basic’ lattice tunes (Qx=22.40, 

Qy=20.75) and Vrf=160kV (h=9) have been used for these 

simulations.      

 

 

Figure 6: 2D histogram of the incoherent space charge 

detuning (3GeV with the intensity of 1.375e13 ppb) in 

MR for the RCS ‘paint’ emittance at 400MeV: (A) ‘100’ 
and (B) ‘50’. 

 

Modelling the ‘RF’ Effect at Injection  
Modelling the beam survival in MR at the injection 

energy of 3GeV was performed for different RF 

parameters to compare it with the results of measurements, 
performed during RUN54 (Fig.7). For the multi-particle 

tracking the following parameters have been used: MR 

collimator acceptance of 70, partial ‘linear’ chromaticity 
correction (85%) and the RF voltage of 160kV and 200kV 

for the case of the fundamental RF system (h=9).  

The obtained results of the beam survival (Fig.7) are in 

a qualitative agreement with the experimental observation 

(Fig.4). Some discrepancy between the observations and 

simulations can be explained by different definitions for 

the MR collimator aperture, which was not defined 

clearly during RUN54. The ‘basic’ lattice tunes 
(Qx=22.40, Qy=20.75) were used for this study. 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Simulated beam survival in the MR collimator 

for different RF voltages. 

Modelling the [1,1,43] Resonance Effect 

The effect of the [1,1,43] resonance by using the 

computational MR model has been simulated by using a 

simplified MR model.  

Comparison between the performed simulations and 

measurements for different beam emittance from RCS 

(with the intensity of 1.375e13ppb) is presented in Figure 

8 for the ‘100‘ case and the ‘basic’ lattice tunes 
(Qx=22.40, Qy=20.75).  The ‘black’ dots with the ‘error’-
bar represent the results of the measurements. The ‘blue’ 
and ‘green’ lines show the simulated RMS emittance 
evolution before and after the [1,1,43] compensation, 

respectively.  

 

 

Figure 8: Horizontal RMS emittance evolution (measured 

and simulated) for the ‘100’ paint RCS beam.   

The agreement between the measured RMS emittance 

and the simulated one for the case of the ‘100’ paint 
RCS emittance is quite reasonable (Fig.8). Similar 

agreement has been demonstrated and for the case of the 

‘50’ paining RCS area. Some discrepancy can be 

explained by the effect of the initial beam mismatching, 
which becomes important for the case of ‘strong’ space-

charge.     

Losses at the MR collimator were analyzed during the 

multi-particle tracking for the case of the physical 

acceptance of the MR primary collimator of 65 for 
different levels of the ‘linear’ chromaticity compensation. 

The simulated particle losses at the MR collimator before 

and after the [1,1,43] resonance compensation are shown 

in Figure 9 and Figure 10, respectively. The effect of the 

partial chromaticity correction at the injection energy was 

observed experimentally and reproduced by using the MR 

computational model.  

The particle losses for the case of the 93% chromaticity 
correction are smaller, which is in agreement with the 

experimental observation. Before the [1,1,43] resonance 

compensation the minimum simulated particle losses 

(during 55msec), observed for the case of the ‘50’ paint 
RCS emittance at 400MeV and for the 93% chromaticity 

correction (the ‘red’ line, Fig.9) can be estimated as 

330W for the initial beam intensity of 1.375e13ppb 

(which corresponds to the MR beam power of 22kW at 

3GeV).    
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Figure 9: Particle losses at the MR collimator at 3GeV for 
different partial chromaticity correction and different 

initial RCS beam. 

After the [1,1,43] resonance compensation the particle 

losses at the MR collimator were reduced significantly. 

The simulated losses for this case are presented in Figure 

10 for the case of the 93% partial chromaticity correction 

and for the ‘paint’ RCS emittance of 50 and 100. The 

particle losses in MR for the ‘100’ case during 55msec 
becomes 110W. For the case of the ‘50’ paint RCS 
emittance at 400MeV and for the 93% chromaticity 

correction the particle losses at the MR collimator (with 

the acceptance of 65) the particle losses during 55msec 
after the injection can be estimated as 44W. The ‘fast’ 
losses, observed at the beginning of the injection process, 

are caused by the initial beam mismatching in the 

transverse and longitudinal planes.  

The particle losses, observed experimentally for the 
same settings of the main parameters of the injected beam 

and MR, are in agreement with the simulated results. The 

total losses in MR for the case of the ‘50’ paint RCS 
emittance at 400MeV and for the 93% chromaticity 

correction, obtained experimentally after the 

compensation the [1,1,43] resonance, was about 120W 

totally including losses during the injection and 

acceleration processes.   
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Figure 10: Simulated particle losses in MR at 3GeV after 

the compensation of the [1,1,43] resonance. 

The ‘fast’ losses of the beam (Fig.10) just after the 
injection can be reduced by optimizing the initial beam 

conditions and the ‘RF’ matching by using the second 
harmonic RF system for the MR operation. The observed 

losses after the [1,1,43] compensation (Fig.10) can be 

explained by effects of other remained high order 

resonances, which caused by the combined effect of the 

machine imperfections and the space charge nonlinear 

effects. This subject requires further dedicated machine 

study and modelling using the computational MR model 

with the low-energy space charge effects.   

CONCLUSION 

The benchmark has been performed for the ‘pencil’ 
beam J-PARC MR operation by using the developed 

computational model of the machine. Acceptable 

agreement between the results of measurements and 

simulations is demonstrated for both losses and emittance 

evolution for different ‘bare’ working points. The 

observed effects of the isolated and combined resonances 

are explained and reproduced by using the computational 

model of J-PARC Man Ring. 

The effects, observed for the ‘basic’ working point in 
the case of the ‘space-charge dominated’ beam, are 

reproduced by using the developed computational model 
of the machine. As the result, the low-loss MR operation 

has been achieved for the beam power of 315kW from 

RCS. 

Improvement of the machine model should be 

continued to be able to suppress effects of the high-order 

resonances and optimize the MR performance in the case 

of the ‘Mega-Watt’ operation.  
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HIGH GRADIENT RF SYSTEM FOR UPGRADE OF J-PARC
C. Ohmori, K. Hara, K. Hasegawa, M. Toda, M. Yoshii, KEK/J-PARC, Ibaraki, Japan

M. Nomura, F. Tamura, M. Yamamoto, T. Shimada, JAEA/J-PARC, Ibaraki, Japan
A. Schnase, GSI, Darmstadt, Germany

Abstract

Magnetic alloy cavities are successfully used for J-PARC
synchrotrons. These cavities generate much higher RF volt-
age than ordinary ferrite-loaded cavities. The MR (Main
Ring) upgrade project aims to deliver the beam power of
750 kW to the neutrino experiment. It includes replace-
ments of all RF cavities for high repetition rate of about 1
Hz. By the replacements, the total acceleration voltage will
be doubled, while power supplies and amplifiers remain the
same. The key issue is the development of a high gradient
RF system using high impedance magnetic alloy, FT3L. A
dedicated production system for the Finemet® FT3L cores
with 80 cm diameter was assembled in the J-PARC and
demonstrated that we can produce material with two times
higher µQf product compared to the cores used for present
cavities. The first 5-cell FT3L cavity was assembled and the
high power test was performed. The cavity was installed in
the long shut down from summer to fall. The cavity is used
for the beam acceleration with two times high RF voltage.

UPGRADE SCENARIO OF THE J-PARC

The J-PARC aims to deliver 750 kW beam to the neu-
trino experiment, T2K. To avoid a significant beam loss by
the space charge effects and instability, the original plan was
modified and a double repetition rate scenario was chosen.
The scenario includes about 1 Hz operation of the MR in-
stead of the present 2.48 sec. cycle. It requires replacements
of main magnet power supplies, upgrade of injection and
extraction systems and increase of the total RF voltage for
the acceleration. To store new magnet power supplies, new
power supply buildings will be constructed. Because the ac-
celeration time will be 0.5 sec. instead of the present 1.4 sec,
required RF voltage is 560 kV which is two times higher
than the present 280 kV. To avoid the renewal of RF power
supplies which is very expensive, all 9 RF cavities will be
replaced by new high gradient ones which can generate two
times higher voltage than the present cavities as shown in
Figs. 1. The cavity becomes longer than the present one.
The spaces where the present 9 cavities are sitting in will
be used to install new 7 cavities. An empty drift space be-
tween the extraction kickers is used to install two cavities.
To fit to these spaces, two cavities with 4 cell structure and
seven cavities with 5 cell structure are prepared. In 2015, 4
FT3L cavities will be installed. And, the replacements of
all cavities will be finished in 2016. To guarantee the sta-
ble operation, we plan to manage the acceleration voltage
of 560 kV with 8 RF systems to reserve one system as a
spare.

Figure 1: Upgrade scenario of the J-PARC MR cavities.
The present cavities (upper) will be replaced by the FT3L
cavities (lower) in 2014-2016. The total RF voltage will be-
come more than 630 kV providing enough margin for 1 Hz
operation.

DEVELOPMENTS OF FT3L CAVITY
Magnetic alloy, FT3L, has higher shunt impedance than

the FT3M, which is used in the J-PARC RCS and MR. How-
ever, there did not exist the production system which can an-
neal them in a magnetic field. To prove the performance of
FT3L cores for the accelerator usage, we developed an an-
nealing oven and proof-of-principle tests were carried out
[1]. After the success of test production of large size FT3L,
a mass production system was constructed and shipped to a
company for the production of 280 FT3L cores for the MR
upgrade [2].

In 2014, the first FT3L 5-cell cavity was assembled and
tested at the RF test bench in summer and fall as shown
in Fig. 2 [3]. After the high power test, the cavity was in-
stalled as shown in Fig. 3. The cavity was tested with 80 kV
RF voltage and is used with 70 kV for beam acceleration
(Fig. 4). By the replacement, the beam acceleration can be
managed by 7 cavities and 2 present cavities will be used
for the second harmonic RF to increase the beam power.

DESIGN OF FT3L CAVITY
Figure 5 shows the characteristics of magnetic materi-

als for the accelerator usage. Ferrites materials show the
degradation according to increasing RF magnetic flux in the
material. Magnetic alloys, FT3M and FT3L, show stable
characteristics in the examined measurement ranges. The
FT3L shows two times higher characteristic than the FT3M.
Adopting the FT3L material, higher voltage becomes avail-
able and the length of cavity cells was reduced.

The present J-PARC MR cavity using the FT3M consists
of 3 cavity cells and each cell generate 12.7 kV. To dou-
ble the RF voltage of the cavity, the gap voltage increases
to 15 kV and the number of cells becomes 5 instead of 3.
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Figure 2: The FT3L cavity during high power test. The cavity consists of 5 cells. Each cell connected to two common bus
bars driven by a tube amplifier behind the cavity. The total RF voltage of 80 kV was generated during the high power test
in the summer and fall. In total, the cavity system was tested for more than 1000 hours.

Figure 3: The FT3L cavity installed in the MR tunnel. As
the length of the cavity including the beam pipe becomes
2.6 m from 1.87 m, a special instrument was prepared to
move the cavity into place. The cavity is installed between
two kicker magnets as shown in Fig. 1.

The thickness of the FT3L cores becomes 25 mm instead
of 35 mm of the present FT3M cores. The cell length re-
duces from 592 mm to 502 mm to install 3 FT3L cavities in
a long straight section of about 8 m. Although the thickness
of the core becomes thinner, the impedance is 1450 Ω and
is still higher than the present cavity cell of 1000-1100Ω.
Therefore number of cavity cells can be increased from 3 to
5.

As the anode power supply is the most expensive part in
the cavity system, we plan to achieve to double the RF volt-
age without replacements and large modifications. Adopt-
ing the FT3L material, the cell impedance was increased
by about 40 %. The cavity impedance from the final stage
amplifier is 290 Ω and it is as high as the RCS RF cavity.

Figure 4: The field gradient of the RF cavities for proton
beam acceleration. The field gradients of ferrite cavities
(CERN PSB, CERN PS, BNL AGS, RAL ISIS cavities)
were limited because of the saturation of the RF magnetic
field. The field gradient of the MA cavity was improved by
using the FT3L material.

POWER SUPPLIES

The FT3L cavity is used for the 240 kW beam operation
and the beam test with 260 kW equivalent. The system is
designed to be managed by the present power supplies. Fig-
ures 6 show the anode current of the final stage amplifier
during the operation with and without the beam. The cur-
rent limit of the power supply is 110 A. The anode current
will be reduced by optimizing the resonant frequency of the
cavity to be more inductive. It is expected 2.0 × 1014 pro-
tons which corresponds to 750 kW will be handled by the
anode power supply.
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Figure 5: Characteristics of magnetic materials. Horizon-
tal axis is the RF magnetic field in a ring core which is
proportional to the RF voltage. Vertical axis is the prod-
uct of parallel parmeability, Q-value and frequency which
is proportional to the shunt impedance. Ferrite A shows
typical behavior by the saturation. Ferrite B is high-Q ma-
terial and shows the "High Loss" effect. A magnetic alloy,
FT3L, shows high µQf product and stable characteristics at
the high field.

DISCUSSIONS
To improve the field gradient of a loaded RF cavity, the

improvements of the cavity shunt impedance is the key is-
sue. Adopting the FT3L material instead of the FT3M, the
cavity voltage can be doubled. For the further improve-
ments, we should note that improvements of the materials
and developments of thinner amorphous ribbon to reduce
the eddy current loss by RF magnetic flux are important is-
sues.

For other applications which need higher field gradient,
it should be noted that the materials also fits the usages at
higher frequency according to data sheet. Although the RF
voltage is low, the material is used to chop the cyclotron
beam [4]. And, it should be noted that hybrid cavity of fer-
rite and magnetic alloy might be a solution for higher fre-
quency [5]. A hybrid cavity system with a magnetic alloy
cavity and an external inductor has been adopted for the J-
PARC RCS [6] to increase the effective Q-value of the sys-
tem. The optimum band width of the RCS was obtained by
the hybrid cavity system for the beam acceleration and dual
harmonic RF. In this ten years, the cut core configuration
was established and this cavity can be used for the hybrid
systems for the high frequency usages.

CONCLUSION
A 5-cell FT3L cavity has been tested and installed in the

J-PARC MR tunnel. It is already used for the beam oper-
ation of 240 kW for neutrino experiment. In next summer
shut down, 4 more FT3L cavities will be installed. In 2016,
all cavities will be replaced with 4-cell and 5-cell FT3L cav-
ities for the high repetition rate operation of the MR. The

Figure 6: The anode current during operation with the
200 kW beam (top) and without beam (bottom). As the res-
onant frequency of the cavity does not change during the
beam acceleration, the anode current becomes maximum
at the beginning of the acceleration when detuning is large.
In case of the high power beam acceleration, the maximum
anode current is needed at the end of acceleration when the
AC component of the beam is high.

FT3L cavity will be used for the RCS for the multi-MW op-
eration in future.
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UPGRADES OF THE RF SYSTEMS IN THE LHC INJECTOR COMPLEX

H. Damerau∗, M. E. Angoletta, T. Argyropoulos, P. Baudrenghien, A. Blas, T. Bohl,

A. Butterworth, A. Findlay, R. Garoby, S. Gilardoni, S. Hancock, W. Höfle, J. Molendijk,

E. Montesinos, M. Paoluzzi, D. Perrelet, C. Rossi, E. Shaposhnikova
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Abstract

In the framework of the LHC Injector Upgrade (LIU)

project the radio-frequency (RF) systems of the syn-

chrotrons in the LHC injector chain will undergo signif-

icant improvements to reach the high beam intensity and

quality required by the High-Luminosity (HL) LHC. Fol-

lowing the recent upgrade of the longitudinal beam control

system in the PS Booster (PSB), tests with Finemet cavities

are being performed in view of a complete replacement of

the existing RF systems in the PSB by ones based on this

technology. In the PS a similar wide-band Finemet cavity

has been installed as a longitudinal damper. New 1-turn

delay feedbacks on the main accelerating cavities to reduce

their impedance have also been commissioned. Additional

feedback and beam control improvements are foreseen. A

major upgrade of the main RF system in the SPS by re-

grouping sections of its travelling wave cavities, increas-

ing the number of cavities from four to six, will reduce

beam-loading and allow higher intensities to be acceler-

ated. This upgrade includes the installation of two new RF

power plants and new feedback systems. All upgrades will

be evaluated with respect to their expected benefits for the

beams to the LHC.

INTRODUCTION

After the upgrades within the LIU project [1] the inten-

sity of the LHC-type beams is expected to double in the in-

jector chain. However, the longitudinal parameters, bunch

length and longitudinal emittance, remain similar. This im-

plies an important increase in longitudinal density and the

need to significantly upgrade the RF systems in all acceler-

ators of the LHC injector chain [2] to cope with an intensity

of more than 2·1013 ppb instead of the present 1.3·1013 ppb

with 25 ns bunch spacing [3, 4].

Although an extensive number of alternatives for the

production of LHC-type beam with various RF manipula-

tions has been studied [5, 6], the original scheme for nom-

inal LHC beam [7] remains the baseline. In total 4 + 2
bunches, one per the PS Booster (PSB) ring, undergo triple

splitting in the PS and batches of 72 bunches spaced by

25 ns are delivered to the SPS. Up to four of these batches

are accelerated to an energy of 450GeV in the SPS and

extracted towards the LHC.

∗heiko.damerau@cern.ch

PS BOOSTER

The PSB presently accelerates up to 1 · 1013 ppb in a

single bunch eventually doubling with its connection to

Linac4. It is equipped with three ferrite-loaded cavities per

ring. Two of these are operated at 0.59−1.75MHz (h = 1)

and twice that frequency for the second harmonic cavity. A

further ferrite-loaded cavity at about 6−16MHz serves for

controlled longitudinal blow-up. Almost the entirety of the

RF systems in the PSB is affected by the upgrades. The

beam-control system has been exchanged by a fully digital

low-level RF (LLRF) system [8, 9, 10] during the recent

long shutdown (LS1). On the high-power side the replace-

ment of the ferrite-loaded cavities at h = 1 and h = 2 by

Finemet cavities covering both harmonics simultaneously

is being prepared.

Beam Controls

Each of the four PSB rings is equipped with a largely

independent beam control system, implementing beam

phase, radial and synchronization loops. It generates drive

signals for the three ferrite-loaded cavities, as well as for

present and future Finemet systems. With the start-up after

LS1, fully digital beam control systems have been success-

fully commissioned for all beams on all rings. Figure 1

shows an overview of the new, modular digital beam con-

trol of the PSB. For each ring it consists of three digital sig-

nal processing (DSP) boards with slots for ADC, DAC or

digital synthesizer mezzanine modules. The different beam

Figure 1: Digital beam control implementation in the PSB.

RTM: Rear Transition Module, MDDS: Master Direct Dig-

ital Synthesizer, MEN A20: processor card, CTRV: timing

card, VXS: VMEbus-switched serial standard.
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and cavity controls loops are distributed over the DSP sys-

tems. The first signal processing board (Fig. 1, DSP A)

takes care of the frequency program and the radial loop.

The beam phase and synchronization loops for injection

and extraction are integrated in DSP B, while DSP C gener-

ates the drive signals to the RF cavities and reads back the

cavity gap returns. The modular approach of the beam con-

trol allows to add further DSP units to integrate more PU

signals or to drive more cavities. An additional DSP board

equipped with one ADC and one DAC module is added for

processing Finemet signals and implementing four or more

cavity loops.

Flexibility and stability are the key advantages of the up-

graded beam control system. All control parameters, like

sensitivities, loop gains and phases are settable in pulse-

to-pulse (PPM) so that optimum parameters can be chosen

for each beam type. The flexibility goes well beyond the

choice of parameter settings. As the loops are implemented

in DSP firmware, the system is reconfigurable so that ex-

tensions, like new algorithms for synchronization, can be

added without hardware change.

Finemet Cavities

The aging ferrite-loaded cavities and their power am-

plifiers would require significant upgrades to cope with

the increased beam-loading after the second long shut-

down (LS2). Replacing them by Finemet cavities driven

by solid state amplifiers [11] is thus the preferred upgrade

path for the high-power RF system, which will significantly

simplify the hardware and its maintenance. Due to the large

bandwidth of Finemet cavities, no tuning will be needed

and the frequency of both main RF systems at h = 1 and

h = 2 can be covered by one cavity. Only the cavity

for longitudinal blow-up would remain with traditional fer-

rite technology. A first prototype Finemet cavity (5 cells,

Fig. 2, left) has been installed in ring 4 of the PSB and

tested with beam in 2012. Driven by the digital LLRF, it

Figure 2: Sketch of the 5-cell Finemet cavity used for beam

tests in 2012 (left). The last Finemet ring is not shown to

leave the view to the gap. Beam induced voltage (right)

at the first six harmonics during acceleration of a single

bunch with 7.3 · 1011 ppb as recorded by the digital LLRF.

Injection is at 275ms and ejection at 805ms.

has been demonstrated that, together with the ferrite-loaded

cavity at reduced voltage, a beam intensity of 4.6 ·1012 ppb

could be handled. The Finemet cavity delivered a voltage

of about 2 kV. Since the amplitude control loop was only

closed around h = 1, a distortion of the gap voltage with-

out noticeable effect on beam quality was observed.

These encouraging results [12] led to the installation of

a 10-cell cavity with new amplifiers and an improved fast

RF feedback during LS1. This second prototype deliv-

ers sufficient voltage for acceleration on h = 1 to replace

the ferrite-loaded cavity or to serve for bunch flattening at

h = 2. Due to the large bandwidth of the Finemet cavity,

the digital LLRF will servo the gap voltage at different har-

monics simultaneously. Two voltage control (AVC) loops

at the first two harmonics, as well as further loops to reduce

the beam induced voltage at higher harmonics are foreseen,

easily possible with the digital LLRF. Figure 2, right shows

a first measurement of the beam induced voltage during the

cycle at the first six harmonics. A series of beam tests to

verify reliability and limitations of the prototype Finemet

cavity is planned for 2015. The decision whether to move

to a Finemet-based acceleration system or to upgrade the

existing ferrite-loaded cavities will be taken by the end of

2015.

PS

The final bunch spacing for the LHC is prepared by RF

manipulations in the PS. Acceleration and these manipu-

lations are achieved with, in total, 25 RF cavities (11 ×

2.8 − 10MHz, 2 × 20MHz, 2 × 40MHz, 3 × 80MHz, 6

× 200MHz and a Finemet wide-band cavity). Two ma-

jor limitations are observed with LHC-type beams [13].

Firstly, longitudinal coupled-bunch (CB) instabilities are

excited during acceleration, after transition crossing and on

the flat-top. Secondly, differing transient beam-loading be-

haviour of the cavities for bunch-splittings causes an un-

equal bunch population along the batch. To suppress CB

instabilities a Finemet cavity has been installed as a wide-

band longitudinal kicker. In addition to increase the di-

rect feedback gain, improved 1-turn delay feedbacks for the

10MHz cavities have been commissioned. Similar feed-

backs are foreseen for the cavities at 20MHz, 40MHz and

80MHz.

Beam Control Improvements and Upgrade

Gradual improvements have been implemented in the

longitudinal beam control to follow the demand for

more complicated RF manipulations for the LHC-type

beams [14, 15]. Figure 3 illustrates the measured evolu-

tion of the bunches during the batch compression, merging

and triple splitting (BCMS) manipulations in closed loop.

It involves RF systems at h = 7, 9, 10, 11, 12, 13, 14, 21
and requires beam phase and radial loops at harmonic 7, 9,

11, 13, 21. RF manipulations involving even more harmon-

ics will be tested during the 2014/2015 runs. To keep full

flexibility of the beam control and to assure reliable opera-

tion for HL-LHC, a complete replacement of the LLRF by

a fully digital system is planned during LS2.
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Figure 3: Measured bunch profile evolution during batch

compression, merging and triple splitting (BCMS).

Direct RF Feedback

To reduce the residual impedance of the RF cavities

all 10MHz, 20MHz, 40MHz, and 80MHz systems are

equipped with direct RF feedback around the amplifier.

The maximum gain, ranging from 24 dB to more than

40 dB, depends on the bandwidth requirement and the de-

lay of the amplifier chain. Extensive studies have been per-

formed for the 10MHz cavities and a possible increase of

the feedback gain (at least 3 dB) has been demonstrated.

Further improvements are foreseen before any cavity in the

PS ring will be equipped with the new feedback circuit.

The direct feedbacks of the 40MHz and 80MHz RF sys-

tems are also being reviewed. The feedback amplifiers are

located in separated alcoves, but could be moved closer to

the cavity to reduce delay in the signal path.

1-Turn Delay Feedbacks
During LS1 a first generation 1-turn delay feedback [16]

has been replaced by new flexible hardware based on

programmable logic (FPGA) making it applicable to all

beams, notably the LHC-type beams accelerated on h = 7
and h = 21 with various intermediate harmonics for RF

manipulations.

It consists of a comb filter periodic with the revolu-

tion frequency to pass only the revolution frequency har-

monics and synchrotron frequency side-bands, a notch fil-

ter to remove any gain on the RF harmonic and an auto-

matic delay to make the total loop delay equal to the time-

of-flight of one turn. The simulated and measured open-

loop transfer function of the feedback system is shown in

Fig. 4, left. Closing the feedback system around the cav-

Figure 4: Simulated/measured open-loop transfer function

(left) and closed-loop transfer function of the 1-turn delay

feedback for the 10MHz cavities.

ity (Fig. 4, right) shows the cavity transfer function with

the impedance reduction at the revolution frequency lines.

The new 1-turn delay feedback has been commissioned on

all eleven 10MHz cavities during the 2014 start-up.

The new feedback hardware will also be installed on the

high-frequency cavities. The impedance of the 40MHz and

80MHz cavities with their mechanical short-circuit, which

cannot be moved in PPM, will be reduced by 1-turn delay

feedback.

Coupled-Bunch Feedback

To suppress the CB instabilities observed during accel-

eration and on the flat-top a new feedback system is un-

der development [17]. To cover all possible CB oscillation

modes, a Finemet cavity as a wide-band longitudinal feed-

back kicker has been installed in the PS during LS1. The

six cavity cells are designed for an RF voltage of about

5 kV in the range from 0.4MHz (frev) to 5MHz (fRF/2).

The digital LLRF for the Finemet cavity will detect syn-

chrotron frequency side-bands indicating CB oscillations

and feed them back to the beam via the Finemet cavity.

Additionally, a multi-harmonic beam-loading compensa-

tion feedback based on a bank of narrow-band filters at the

relevant revolution frequency harmonics is being tested to

reduce the shunt impedance of the wide-band cavity. Due

to the large bandwidth requirement and the signal delay be-

tween cavity in power amplifiers, direct feedback would

only be possible with low gain. Figure 5 illustrates the

spectrum of the cavity voltage induced by a short single

bunch. At the four harmonics at which a prototype beam-

Figure 5: Beam induced voltage in the PS Finemet cavity

of a single bunch close to transition. The prototype beam-

loading compensation is set to harmonics h = 1, 8, 9 and

42, reducing the induced voltage by approximately 20 dB.

loading compensation is programmed, significant reduc-

tion of the beam induced voltage is measured, compatible

with the gain of the open-loop transfer function. First beam

tests with the new CB feedbacks have started in 2014 and

it will be made operational during the 2015 run.

SPS

The main RF system of the SPS at 200MHz consists of

travelling wave cavities made up from sections of cross-

bar structure cells [18] driven by tetrode amplifiers. The

maximum RF voltage for a given input power depends on

cavity length and beam current. In view of the increased

intensity for LHC-type beams in the SPS, the sections will

be rearranged to shorter cavities [19]. The RF system at
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200MHz is complemented by two travelling wave cavities

at 800MHz (200 kW per cavity) delivering about 10−15%

of the main RF voltage. The phase between both RF sys-

tems must be precisely controlled during acceleration for

optimum beam stability and blow-up. The LLRF system of

the 800MHz RF system has therefore been redesigned.

RF Power Considerations

Presently in total 18 cavity sections are arranged to

two 4-section and two 5-section cavities with a continu-

ous power of 0.7MW per cavity. However, this configu-

ration leaves no margin for intensity increase [20] as the

maximum amplifier power is reached with a bunch popula-

tion of 1.2 · 1011 ppb (25 ns spacing). To keep longitudinal

stability during acceleration, the longitudinal emittance is

increased from 0.35 eVs to 0.5 eVs by controlled longitudi-

nal blow-up. At higher intensity, due to beam-loading, the

voltage per cavity becomes insufficient, especially for the

long 5-section cavities [21].

During LS2, the travelling wave cavity sections will

therefore be rearranged in four 3-section and two 4-section

cavities, using two additional spare sections and reducing

the beam coupling impedance by 18%. Moving from four

to six cavities requires two additional RF power plants with

an RF power of 1.6MW delivered to the 4-section cavi-

ties. Civil engineering for a new building is progressing.

The four 3-section cavities will be powered by the exist-

ing amplifiers. Their present continuous power limit of

0.7MW increases to 1.05MW when operated in pulsed

mode (LHC-type beams only fill up to 4/11 of the circum-

ference).

The bucket area during acceleration with four 3-section

and two 4-section cavities at maximum RF power is illus-

trated in Fig. 6 for various bunch populations. At a bunch

1.8×1
0
11 ppb

2.6×10
11 ppb

0 2 4 6 8
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B
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Figure 6: Bucket area (blue) for bunch populations from

1.8 · 1011 ppb to 2.6 · 1011 ppb at maximum RF power

(1.05/1.6MW) during the acceleration cycle (2014, γtr =
18, 25 ns bunch spacing). From one trace to the next, the

number of protons increases by 0.2 · 1011 ppb.

population of about 2.5 · 1011 ppb the bucket area does not

increase during acceleration anymore, leaving no margin

for controlled longitudinal emittance blow-up. It is there-

fore being considered to decrease the ramp rate (Fig. 7) to

gain in longitudinal acceptance or to raise transition energy

to γtr = 20 [5].
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Figure 7: RF power requirement for a bunch population of

2.5 · 1011 ppb during the cycle (2014, left) and for twice

longer acceleration (right).

The bunches must be shortened to 1.7 ns (4σ Gaussian

fit) prior to extraction to fit into the 2.5 ns long buck-

ets in the LHC. Again the maximum achievable voltage

is reduced by beam-loading with increasing beam current

(Fig. 8). At the same time, taking the voltage reduction by

potential-well distortion (PWD) and the single-bunch insta-

bility due to loss of Landau damping into account [20], the

RF voltage required for constant bunch length rises linearly

with intensity [22, 23]. The measured beam parameters

Figure 8: RF voltage versus beam current (in units of bunch

population for 25 ns spacing) for present and upgraded cav-

ity configuration together with the linearly increasing volt-

age requirement. The equivalent RF current for the bunch

spacing τbb is IRF = 2Nbe0/τbb.

at 1.3 · 1011 ppb and 7MV for 1.7 ns long bunches (2012)

are the reference point for instability line in Fig. 8. With

the present longitudinal emittance and no increase in bunch

length nor ramp time, the maximum achievable bunch pop-

ulation after the RF upgrade is estimated to 2.0 · 1011 ppb.

Significant effort has been made to identify sources of

longitudinal impedance [24, 25] driving instabilities. Fig-

ure 9 shows the measured amplitude projection of the

bunch spectrum as observed when injecting long bunches

into the SPS. While the impedance at 200MHz due to

the RF cavities are well understood, the vacuum flanges

(about 550) have been identified (Fig. 9) as most proba-

ble source for the important peak at 1.4GHz. The seven

flange types all have a resonance frequencies from 1.2GHz

to 1.6GHz with shunt impedances from 120Ω to 2.8 kΩ.

Possible shielding to reduce their R/Q is being investi-

gated. Assuming an impedance reduction of approximately
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Figure 9: Bunch spectrum of 25 ns long bunches injected

with RF off and different types of SPS vacuum flanges.

50% could raise the bunch population to 2.4 · 1011 ppb for

LHC-type beams with 25 ns spacing.

Bunch rotation is studied as complementary approach to

achieve short bunches at transfer to the LHC. In the con-

text of the plasma wake field experiment AWAKE at the

SPS, single bunches of 2.8·1011 ppb have been successfully

compressed from 2.2 ns to 1.2 ns [26]. Tracking simulation

studies with multi-bunch beams indicate that bunches of

2.3 · 1011 ppb could be compressed from 2.2 ns to 1.6 ns

average bunch length applying a voltage step from 5MV to

10MV [5]. These simulations include effects of the SPS

impedance as well as the feedback and feed-forward sys-

tems of the 200MHz RF cavities.

Feedbacks and Beam Controls

In the framework of the upgrades, new LLRF systems

will be installed for both, 200MHz and 800MHz systems.

Priority has been given to feedback and feed-forward [27]

of the 800MHz cavities as precisely controlling their phase

with respect to the 200MHz RF system is essential for the

stability and quality of LHC-type beams. The phase must

be kept constant with respect to the 200MHz RF voltage

along the batch to achieve bunches with equal parameters.

Uniform controlled longitudinal blow-up requires the same

synchrotron frequency distribution for all bunches.

A new multi-function feedback controller has been de-

veloped which contains an I/Q-loop for the cavity field con-

trol, as well as a comb-filter based feedback including a

cavity filter to compensate the frequency response of the

travelling wave structure and a direct RF feed-forward de-

modulating the beam signal from a PU. Figure 10 sketches

the main loops around one 800MHz cavity. Additionally,

the feedback controller contains a polar loop to correct am-

plitude and phase drifts of the high power amplifiers (four

inductive output tubes). The new LLRF has been installed

on one cavity and commissioning has started. Both cavities

will be operational with the new hardware by mid 2015.

CONCLUSIONS

The RF systems in the injector chain will be improved

to reach a bunch population beyond 2.0 · 1011 ppb with

Figure 10: Simplified diagram of the RF loops around one

800MHz cavity.

25 ns bunch spacing for HL-LHC. First upgrades were put

in place during LS1, but the major part will be implemented

during LS2.
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CURRENT STATUS ON ESS MEDIUM ENERGY BEAM TRANSPORT
I. Bustinduy∗, M. Magan, F. Sordo, ESS-Bilbao, Spain

R. Miyamoto†, ESS, Sweden

Abstract
The European Spallation Source, ESS, uses a high power

linear accelerator for producing intense beams of neutrons.
During last year the ESS linac cost was reevaluated, as a
consequence important modifications were introduced to the
linac design that affected Medium Energy Beam Transport
(MEBT) section. RFQ output beam energy increased from
3MeV to 3.62MeV, and beam current under nominal con-
ditions was increased from 50 to 62.5mA. The considered
MEBT is being designed primarily to match the RFQ output
beam characteristics to the DTL input both transversally and
longitudinally. For this purpose a set of eleven quadrupoles
is used to match the beam characteristics transversally, com-
bined with three 352.2MHz CCL type buncher cavities,
which are used to adjust the beam in order to fulfill the re-
quired longitudinal parameters. Finally, thermo-mechanical
calculations for adjustable halo scraping blades, with signif-
icant impact on the HEBT, will be discussed.

INTRODUCTION
The European Spallation Source (ESS) is a neutron source

currently under construction in Lund, Sweden. The design
and operation of the proton linac of ESS, which will ulti-
mately produce a 5 MW beam power, is imposing challenges
in various aspects of accelerator science and engineering.
The main focus of this paper is the medium energy beam
transport (MEBT), located between the RFQ and DTL.
Including all required devices in a relatively short space

imposes significant challenges not only on engineering de-
sign of components but also beam physics since good beam
quality and good matching to the DTL must be achieved
under engineering limitations and strong space charge force.
Table 1 shows selected parameters of the ESS MEBT. This
paper presents status on works of beam physics and engi-
neering component designs for the MEBT. However, due to
the limitation in space, only the recent works for the scraper
system are presented in detail and status on the rest of works
is summarized in the next section.

SUMMARY OF ESS MEBT STATUS
Lattice Design and Beam Physics
Figure 1 shows the present MEBT layout as well as the

power beam density contours. A substantial effort has been
made to construct a lattice with good matching to the DTL
and good beam quality, while housing the chopper and other
necessary devices [1]. The impacts from various lattice
element errors have been studies as a part of the campaign
to find tolerances of the lattice element errors throughout
∗ ibon.bustinduy@essbilbao.org
† ryoichi.miyamoto@esss.se

Table 1: Selected ESS MEBT Parameters

Parameter Unit Value

Beam energy MeV 3.62
Peak beam current mA 62.5
Average beam power kW 9.05
Beam pulse length ms 2.86
Beam pulse repetition rate Hz 14
Duty cycle % 4
RF frequency MHz 352.21

the entire ESS Linac [2]. A further detailed beam dynamics
calculation including effects such as multipole components
of a quadrupole and the field profiles of the buncher cavity
and quadrupole will be conducted in near future.

To ensure a good chopping efficiency, the optics and beam
dynamics during the chopper operationmust be studied in ad-
dition to the nominal case [1]. Given the rise and fall time of
the chopper is presently specified as ∼10 ns, which is longer
than the bunch spacing of 2.84 ns (inverse of 352.2MHz),
there are a few partially-chopped bunches. These bunches
have large trajectory excursions but not entirely intercepted
by the chopper dump, and thus raise a concern of beam losses.
The dynamics and beam losses of these bunches are studied
in detail and it is ensured that the losses are acceptable [3,4].
In Fig. 1, three locations at 0.85, 2.19, and 3.39m corre-

spond to the scrapers. The use of the scrapers for the ESS
Linac has been studied in detail [1, 3–5]. The scrapers not
only improve the beam quality in the nominal condition but
also efficiently remove halos in the RFQ output, in case
the sections upstream of the MEBT produce a bad quality
beam [1] and improve the situation of the beam losses due
to the partially-chopped bunches [3]. The locations of the
scrapers are determined to optimize these three functions
under the mechanical constraints. An analysis of the loca-
tion optimization of the scrapers is presented in a following
section. An ability of a scraper is estimated with a thermo-
mechanical calculation and this gives an important input to
the beam dynamics calculation. This is also presented in a
following section.

Component Design and Prototyping
In order to proceed with detailed engineering phase some

constrains have to be taken into account: The elected beam
pipe is the standard DN35. This beam pipe gives an up-
per limit of 18.4mm radius for the beam aperture and also
determines aperture for the rest of the foreseen devices
(quadrupoles, bunchers, etc.). Constituting thus, the back-
bone of the MEBT engineering design.
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Figure 1: ESS MEBT 2014.v1 layout; comprised of 11 quadrupoles 3 bunchers and 3 scrapers. Power density contours
for x (red) and y (blue) are represented from dark (103W) to light (10−2 W) beam power contour lines extracted from
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One of the main purposes of the ESS MEBT is to house
a fast chopper. The bunches produced during the transient
times of the IS and LEBT, positioned in the head and tail
of a pulse and anticipated with a time scale of a few µs, are
likely to have wrong parameters and hence a higher risk of
causing beam losses [6]. In a worst case scenario, machine
protection system also expects a 1ms train of bunches to
be deflected against the beam dump. In order to prevent
excessive heat deposition on the beam dump, Ion source
magnetron should be used as an actuator [7]. Once required
rise time has been relaxed significantly (10 ns), an approach
based on fast high voltage switches seems to be the most
reliable approach; due to its resistance to beam spills and
much simpler fabrication [8].

For this MEBT layout, an optimization of the magnetic
design of the quadrupoles is being taking place in order
to fulfill with following specifications: Ø41mm aperture,∫

B = 2.5T with 100mm maximum physical size (length)
and ∼20G.m deflection for the steerers. This magnetic de-
sign is closely linked to the optical layout and the imposed
mechanical constraints. In particular, this design has to
accommodate strip-line BPM as well as the required four
fiducial points at the top of the yoke. The field quality must
be cross examined by particle tracking simulations, and it is
especially important for these devices because the steering
dipoles are integrated inside the quadrupoles.

For the longitudinal plane, a new electromagnetic design
is in progress to fulfill new specifications of the foreseen
three CCL type buncher cavities. The increasing transported
beam energy and current affect primarily to transit time
factor and required effective voltage, which increases up-to
146 kV for the last buncher under nominal conditions. In
order to reach required performance in the available space,
optic design has been adapted to allow a lower aperture for
the bunchers (Ø29mm).

SCRAPERS LOCATION
The use of scrapers before entering DTL tanks is strongly

recommended to avoid emittance growth and halo devel-
opment in high-intensity linacs [9]. In our current design,
beam should be scraped in the both transverse plane at each
location. For this, 4 stepping motors are needed per loca-
tions. The scrapers will be used during nominal operation,
therefore integrated in the interlock system in order to avoid
interaction with the beam core. The position of the beamwill
be provided by a beam position monitor (BPM) positioned
as close as possible and the movement has to be limited. In
addition, the temperature can be measure in the scraper and
also the charge deposition.

Procedure
Although a simple method was use to place these scrap-

ers [5]. It seems necessary to identify a procedure to find
the best possible locations to scrape halo particles while
maximizing core particles transmission, in case scraper loca-
tions could be optimized for present or forthcoming MEBT
layouts.
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Figure 2: Beam σ beam envelopes (dashed line), and
quadratic mean ratios (solid line) for x and y projections
along MEBT.
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Figure 3: Left frame: Study of different threshold levels. Middle frame: Comparison between correlated or uncorrelated
x/y approach. Right frame: Comparing tracking approach with slide by slide analysis.

Considering the mean deviation as a robust measure of
population of a univariate distribution, representing the ratio
of the population of particles that conform the halo respect to
the particles from the core, one can identify the best possible
locations to scrape halo particles maximizing core parti-
cles transmission. For a sample size n, the mean deviation
(MAD) is defined by the following formula:

MAD =
1
n

n∑
i=1
|xi − x̄ |, (1)

Particle distribution at the end of the ESS warm linac
section 1 is scrutinized in each transverse plane. From there,
particles that belong to halo are identified as those lying
above a particular threshold (99% emittance). Those parti-
cles which we intend to remove, are backtracked along this
medium energy beam section of the linac.
Figure 2 represents beam root mean square (RMS) in

dashed lines along the MEBT. Simultaneously, the ratio
of halo/core populations is represented when core bunch
is considered within 99% emittance as solid lines. In this
Figure x dimension is represented in red, while blue is used
for y projection. Colored circles represent current location
for scrapers (x/y). Black squares and triangles represent
location of quadrupoles and bunchers respectively along the
line, as presented in Fig. 1.

Robustness Testing
In order to test this method, different variations have been

studied. In particular, a modification of the threshold level,
that is used to determine the fraction of particles considered
within core, or belonging to halo region could mislead the
actual optimum location. For that, three different levels have
been considered (see Fig. 3 left frame) 99, 97, and 95%.
Here, little differences can be appreciated in the overall
pattern. Another variation is to evaluate the net effect of
considering x and y distributions completely independent
each other, compared to the correlated case. As Fig. 3 middle
frame shows, a smoothing effect arises again, but the same
patterns can be identified.
1 MEBT and DTL versions are 2014.v1 and v86 respectively

Finally, an slice by slice approach is studied, in this alter-
native approach, beam through the MEBT is sliced and core
and halo populations identified for each slide. Figure 3 right
frame, represents the backtracking approach (solid lines)
and slice by slice approach (dashed lines). Compared to the
presented approach, where beam evolution along the warm
linac accelerator is considered, slide by slide approach does
not take into account core particles, that might become part
of the halo downstream. It is remarkable that in both ap-
proaches same pattern arise. In particular, the best possible
location for y-axis (highest values) is identified at Q10 for
both cases. Other possible good locations seem to be slightly
shifted respect to backtracking approach. For instance, in
vertical plane it can be identified a good location near Q7,
while horizontal plane slits optimal position can be identified
near Q2.

Discussion
Table 2 compares obtained optimal locations using the

method explained above, with nominal locations, where me-
chanical constrains have been taken into account. From here,
we can identify scraper #2 and scraper #3 as good locations
to clean particles in the y dimension. while, x projection
cleaning could be more effective with scraper #1. Consider-
ing mechanical constrains, performance of scraper #1 could
be increased by placing it closer to the entrance. This could
be achieved by exchanging positions with Wire-Scanner #1.
But this, will have an impact on the beam instrumentation
and the studied phase space cleaning performance, in case
the beam out of the RFQ has a too populated halo.

Table 2: Beam Population Ratios per Scraper Potential Lo-
cation

Optimum Nominal

Scraper z (m) ratio (x/y) z (m) ratio (x/y)

#1 0.36 1.74/1.57 0.85 1.61/1.46
#2 2.45 1.09/2.12 2.19 1.16/2.10
#3 3.54 1.29/2.74 3.39 1.15/2.48
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Figure 4: 3D representation of the geometry.

THERMO-MECHANICAL PROBLEM

Under the new beam parameters, the beam has a peak
intensity of 62.5mA at 3.62MeV, with a repetition rate of
14Hz, and a pulse length of 2.857ms. This is a significant
increase over previous conditions (50mA and 3MeV). In
fact, the new beam conveys 50% more energy per pulse.
Thus, for any given fraction of the beam that a design aims
to stop, the loads are far greater than in the previous case.
As a reference, each of the pulses now carry 643 J.

Considering the nominal location for each scraper (see
Fig. 1), which fulfill mechanical constrains. In order to
study the thermo-mechanical limits of the proposed design,
the extreme case of a σy = 1.01mm will be considered.
This last scraper deals with the more focused beam in the y
dimension. The area of the beam in this particular location
is ≈ 15 × 6 =90mm2, which highlights the concentration of
the beam.

In order to scrape this highly concentrated beam, the ge-
ometry presented in Fig. 4 is proposed. This L-shaped piece
embraces a small cylinder of a highly temperature resistant
material where the protons hit. In this case, tungsten is
studied as the base candidate, although other materials have
shown superior performance on theory, their manufactura-
bility is unclear. The piece is cooled by an V-shaped cavity.
While this offers a much lower cooling efficiency than an
U-shaped one, as there is much less area near the area to cool,
it is also much easier to manufacture, and means that the
scraper can be manufactured in one piece, as opposed to the
two welded pieces design an U-shape requires. Thus, remov-
ing welded parts inside vacuum, leakage problem reduces
significantly, which is a remarkable reliability advantage.
For these calculations, an uniform heat transfer coefficient
of 10 000W/(m2·K) is assumed.

Table 3: Summary of the Results (Each Blade)

Insertion Max. heat flux Max Temp Max Stress
(σ) (W/cm2) (◦C) (MPa)
3.48 1700 50.0 25.5
3.29 3350 80.0 53.2
3.1 4810 105.3 75.9
3.02 5550 120.4 90.3
2.97 6740 138.8 107

2.81 9130 185.7 149
2.67 12900 249.1 208
2.54 17600 334.0 283

Figure 5: Peak temperature over time.

Methodology and Tools
An ANSYStm Workbench simulation is set up with the ge-

ometry described previously. A transient thermal simulation
is performed, where the heat load is given as a surface heat
flux matching the beam profile during the beam pulses, and
considered zero outside of them. The properties considered
for the tungsten are temperature-dependent.

Results
The temperature over time, max temperature and the stress

at the time of maximum temperature (pulse ending) have
been calculated in several scenarios, characterized by the
proximity of the scraper edge to the center of the beam
in terms of the times of its RMS (σ) value. Thus, as this
value decreases, the scraper is nearer the beam, and stops
a larger fraction of it. A summary of all data is given in
Table 3. An example of the maximum temperature over
time is given in Fig. 5, for σ = 2.8, with the qualitative
behavior of the temperature being the same in all cases.
As all the heat deposition takes place along the 2.86ms
pulse length, there is not enough time for any significant
cooling. Thus, it can be concluded that no enhancement in
the cooling conditions (increase of heat transfer coefficient,
area cooled, or proximity) will be of any use. As an example
of the temperature field distribution, Fig. 6 represents the
temperature at the end of the pulse for σ = 2.8.
Stresses are heavily located in the corner, as it suffers

sudden, localized temperature increase, and is subject to
thermal stress. An example of the distribution is given in
Fig. 7.
It is necessary to remark that the values presented in Ta-

ble 3, consider a 100MPa stress limit in the tungsten without
entering a detailed fatigue stress analysis, it can be inferred
that the usage of this design is valid for values up-to σ = 2.8,
or 0.15% beam scraped per blade, which would imply a 54W,
shared among the 4 blades that conform the last scraper.
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Figure 6: Temperature distribution at the end of the 2.86ms,
14Hz repetition rate pulse.

Figure 7: Stress distribution at the end of the 2.86ms, 14Hz
repetition rate pulse.

Finally, Fig. 8 presents the studied extreme case of σ =
1.01mm in red accompanied with wider beam footprint re-
sults. σ = 3.5mm (blue) and 7mm (green). For a given
beam cross-section, the parameter that fixes the performance
requirement is the amount of beam to be scraped, which can
be represented by either the percentage of the power to be
scraped, or by the RMS (σ) value at which the beam is cut.
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Figure 8: Max heat flux represented against insertion dis-
tance in solid lines, for three different beam footprints σ =
1.01 (red), 3.5 (blue) and 7mm (green). Max Stress is also
presented as dashed lines.

CONCLUSIONS
Overall presented method provides optimal locations for

the scrapers that are in good agreement with the nominal
positions (see Table 2), where, mechanical constrains, beam
instrumentation needs and beam cleaning effects were also
considered. This results are in good agreement with pre-
viously presented locations [5] and confirm that a typical
scheme using a set of collimators separated by a fix value of
phase advance, such as two scrapers separated by 90 degrees,
may not be optimum for the MEBT due to the strong space
charge force.

The mechanical design has been simulated under different
conditions, namely, loads depending on the fraction of beam
scraped, and the stress and temperature results have been
analyzed. The induced stress in the beam scraper has been
observed to be directly correlated to the maximum surface
heat flux. Therefore, the design seems viable for values
below 7000·W/cm2. Thus, particles can be removed near
3σ as required [5], even in the highest concentration condi-
tions. In case these collimation blades are used in the other
expected locations, where beam concentration is relaxed, a
higher fraction of beam can be removed safely.
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NEEDS AND CONSIDERATIONS FOR A CONSORTIUM OF 
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Abstract 
Thanks to sustained advances in hardware and 

software technologies, computer modeling is playing an 
increasingly important role in the design of particle 
accelerators. This rise in importance is further fuelled by 
the economic pressure for reducing uncertainties and costs 
of development, construction and commissioning, thus 
pushing the field toward an increase use of “virtual 
prototyping”. Until now, the development of accelerator 
codes has been left to projects without mandate and 
programmatic funding for coordination, distribution and 
user support. While this is adequate for the development of 
relatively small-scale codes on targeted applications, a 
more coordinated approach is needed to enable general 
codes with user bases that extend beyond individual 
projects, as well as cross-cutting activities. In light of this, 
it is desirable to strengthen and coordinate programmatic 
activities of particle accelerator modeling within the 
accelerator community. This increased focus on 
computational activities is all the more timely as computer 
architectures are transitioning to new technologies that 
require the adaptation of existing - and emergence of new 
- algorithms and codes. 

INTRODUCTION 
Particle accelerators are essential tools of science and 

technology, with over 30,000 accelerators in operation 
around the world, in support of discovery science, 
medicine, industry, energy, the environment and national 
security [1]. The size and cost of the accelerators are a 
limiting factor for many applications, and there is active 
research worldwide targeted at the development of smaller 
and cheaper accelerators. Computer modeling is playing a 
key role in the progress toward bringing the size and cost 
down. It is essential for the optimization of existing 
accelerators, cost effective design and the development of 
game changing technologies. Thanks to sustained 
advances in hardware and software technologies, computer 
modeling is playing an increasingly important role. This 
rise in importance is further fuelled by the economic 
pressure for reducing uncertainties and costs of 
development, construction and commissioning, thus 
pushing the field toward an increase use of “virtual 
prototyping”.  

Until now, the development of accelerator codes has 
been largely left to projects without mandate and 
programmatic funding for coordination, distribution and 

user support. While this is adequate for the development of 
relatively small-scale codes on targeted applications, a 
more coordinated approach is needed to enable general 
codes with user bases that extend beyond individual 
projects, as well as cross-cutting activities. In light of this, 
it is desirable to strengthen and coordinate programmatic 
activities of particle accelerator modeling within the 
accelerator community. This increased focus on 
computational activities is all the more timely as computer 
architectures are transitioning to new technologies that 
require the adaptation of existing - and emergence of new 
- algorithms and codes. 

Many computer simulation codes have been developed 
(over 70 worldwide) for the modeling of particle 
accelerators and beam transport. There has been little 
coordination of the development of the accelerator physics 
codes whose aggregate involves a mix of complementarity 
and duplication, and they are not all actively developed and 
maintained. Many of the codes have been developed by a 
single developer (often a physicist) for a specialized 
purpose or accelerator. Several multi-physics frameworks 
were developed by small teams, some in large part with the 
support of SciDAC, and are capable of incorporating many 
physics models. A substantial fraction of the codes is serial, 
but a number of the codes have been ported to parallel 
computers and some are capable of handling massive 
parallelism. A small fraction of the codes were ported to 
GPUs. Many of the codes are written in FORTRAN, C or 
C++, with a growing number combining the compiled 
language modules (for number crunching) with a Python 
scripting interface. 

THE VIEW OF THE COMMUNITY 
The key roles of computing, and the needs for a more 

cohesive approach to development, maintenance, support 
and training have been recognized by the community, in 
the 2013 DOE-HEP Snowmass report [2], the 2014 Report 
from the Topical Panel Meeting on Computing and 
Simulations in High Energy Physics [3], and the 2014 P5 
report [4].  

Reports [2] and [3] recommended an increased 
coordination of modeling effort, dedicated support of code 
modernization, maintenance & dissemination, increase 
emphasis on use & development of common tools, better 
user support, and more training in HEP computational 
physics. In addition, [3] calls for the establishment of an 
HEP distributed center for computational excellence 
(single point-of-contact, cross-cutting activities). As a 
result, a Forum for Computational Excellence was created 
[5] aiming at promoting excellence in computing, 

 ___________________________________________  
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simulation, and data management across all of HEP science 
and technology.  

The P5 report [4] underlines the key role of both 
accelerator research and computing, stating that:  
 “the future of particle physics depends critically on 

transformational accelerator R&D to enable new 
capabilities and to advance existing technologies at 
lower cost.”  

 “The use of high-performance computing, combined 
with new algorithms, is advancing full 3-D 
simulations at realistic beam intensities of nearly all 
types of accelerators.” 

 “This will enable “virtual prototyping” of accelerator 
components on a larger scale than is currently 
possible.” 

These led to the recommendation 29 about computing 
that proposes to “strengthen the global cooperation among 
laboratories and universities to address computing and 
scientific software needs, and provide efficient training in 
next-generation hardware and data-science software 
relevant to particle physics. Investigate models for the 
development and maintenance of major software within 
and across research areas, including long-term data and 
software preservation.” 

Those reports and recommendations are consistent with 
community inputs that were submitted beforehand [6-8]. 

NEED FOR ADIABATIC TRANSITION 
The existing pool of codes is a result of significant 

investments from the community, and it is essential to 
minimize disruptions to developers and users, while 
enabling interoperability and expandability. This can be 
accomplished by adopting an incremental (near adiabatic) 
approach for transitioning from the existing collection of 
codes into a modular ecosystem of interoperable 
components that facilitate cooperation and reuse. It is also 
important that innovation in algorithms, which is a strength 
of the accelerator modeling community, is not hindered by 
the transition. 

Challenges to the coordination of efforts are technical 
(different programming languages, data formats, 
parallelism strategies, or code architectures, open vs 
proprietary sources) and human (resistance to changing 
habits, different visions, trust, corporatism, rivalry, fear of 
loss of recognition, distance). A coordination that builds 
incrementally upon the existing tools and is not binding 
offers a path toward a smooth transition that mitigates 
many of the difficulties listed above. Hence, an approach 
is proposed that is based on bridging the codes at the outer 
(input and output) and inner (core functions) levels, 
enabling an incremental and non-disruptive transition, in 
contrast to the alternatives of down-selecting toward a 
handful of community codes, or coalescing toward a new 
unique code or framework. Such a strategy will open the 
way to creating an ecosystem combining the following: a 
unified input/output interface, shared functionalities, 
collaborative development of common units, “natural” 
down selection of modules, developers and users 
assembling new functions through creative combinations 

of individual units that can be viewed as “Lego bricks” or 
“code genes”.  

The realization of this strategy is facilitated by the 
emergence of the scripting language Python as a language 
of choice in the scientific community for simulations 
management such as, e.g., steering, chaining, parametric 
studies, parallel parameter optimization. Thanks to its 
flexible interface to compiled languages like C, C++ and 
FORTRAN, it is even used as the frontend of an increasing 
number of codes: Warp, Synergia, Py-ORBIT, Py-
ECLOUD, PyHeadTail, BLonD. 

CONSORTIUM FOR ADVANCED 
MODELING OF PARTICLE 
ACCELERATORS (CAMPA) 

A new collaboration was formed to initiate a Consortium 
for Advanced Modeling of Particle Accelerators 
(CAMPA), spanning at present three major U.S. national 
laboratories (Lawrence Berkeley National Laboratory, 
SLAC National Accelerator Laboratory and Fermi 
National Accelerator Laboratory). The consortium is 
currently funded by the High Energy Physics program of 
the U.S. Department of Energy Office of Science, and its 
mission encompasses the following: 

 push the frontier of accelerator science through 
advanced simulation and modeling; push the 
computing frontier in accelerator science through 
algorithmic advances; 

 provide the scientific community with a 
comprehensive and integrated toolset of state-of-the-
art simulation codes for multi-scale, multi-physics 
accelerator modeling, in support of the mission of the 
Office of Science within the Department of Energy 
(DOE); 

 develop and maintain the codes on DOE’s 
supercomputing facilities; distribute and support 
codes for installation on smaller scale clusters, 
desktops or laptops;  

 support users;  
 use the codes as education tools to train students and 

young researchers on the science and the modeling of 
accelerators; 

 promote collaboration and re-use of accelerator 
simulation codes and data through common interfaces, 
data standards, and integrated visualization and 
analysis capabilities;  

 establish a framework aimed at its extension to a 
national (possibly international) consortium. 

BENEFITS  
Ultimately, the consortium is expected to benefit 

science, the funding agencies, the users and the developers. 
It offers a path toward game changer modeling tools 
leading to virtual prototyping and experiments, as well as 
online modeling for real time feedback on experiments. 
This will speed up design and innovation that will likely 
result in better accelerator and technology. This, in turn, 
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increases the rate of discoveries, providing higher return on 
investment to the funding agencies. The consortium also 
provides a singular point of contact for modeling activities 
to both the funding agencies and the users. To the latter, it 
also offers an integrated, comprehensive and more capable 
(multiphysics/multiscale) simulation tool solution. To the 
developers, the consortium provides a much needed source 
of funding that is dedicated to user support, algorithmic 
improvement, code implementation and maintenance, as 
well as recognition for accelerator software development, 
and more evident carrier paths. 
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RECENT RESULTS FROM THE S-POD TRAP SYSTEMS 
ON THE STABILITY OF INTENSE HADRON BEAMS* 

H. Okamoto#, K. Ito, K. Fukushima, T. Okano, 
AdSM, Hiroshima University, Higashi-Hiroshima 739-8530, Japan 

Abstract 
S-POD (Simulator of Particle Orbit Dynamics) is a 

tabletop experimental apparatus developed at Hiroshima 
University for systematic studies of various beam dynamic 
effects in modern particle accelerators. This novel 
experiment is based on an isomorphism between the basic 
equations governing the collective motion of a non-neutral 
plasma in a trap and that of a charged-particle beam in an 
alternating-gradient (AG) focusing channel. The system is 
particularly useful in exploring space-charge-induced 
collective phenomena whose accurate study is often 
troublesome in practice or quite time-consuming to 
simulate even with high-performance computers. This 
paper addresses recent experimental results on the stability 
of intense hadron beams traveling through long periodic 
AG transport channels. Emphasis is placed upon coherent 
resonances that occur depending on the lattice design, 
beam intensity, error fields, etc. 

INTRODUCTION 
It is often difficult to perform systematic investigation of 

intense beam behavior not only in an experimental way but 
also in a numerical way. Experimentally, the overall lattice 
structure of a large machine is not changeable once it is 
constructed. Other fundamental parameters such as tunes, 
beam density, etc. are also not very flexible in general as 
long as we rely on real accelerators or beam transport 
channels. Although these parameters can be chosen freely 
in numerical simulations, high-precision tracking of 
charged particles interacting each other via the Coulomb 
fields is quite time-consuming even with modern parallel 
computers whenever the beam intensity is high. To 
overcome or lighten these practical difficulties that we face 
in fundamental beam dynamics studies, we proposed the 
concept “Laboratory Accelerator Physics” where the 
tabletop system called “S-POD” is employed instead of a 
large-scale machine to experimentally simulate the 
collective motion of high-intensity beams [1,2]. This 
accelerator-free experiment allows us to explore a wide 
range of parameter space simply by controlling the AC and 
DC voltages applied to the electrodes. Since everything is 
stationary in the laboratory frame, high-resolution 
measurements can readily be done and we do not have to 
worry about radio-activation due to heavy particle losses. 
S-POD experiment, indeed, has practical limitations [3], 
but it gives us useful insight into intense beam dynamics 
easily and quickly. 

Three independent S-POD systems based on linear Paul 
traps (LPT) [4] were designed and constructed at 
Hiroshima University, which have been applied to different 
beam-physics purposes [2,5-7]. In this paper, we 
summarize recent experimental results from S-POD II and 
III on collective resonance instability depending on AG 
lattices. As mentioned above, such an experimental study 
cannot be conducted systematically in any real machine 
whose lattice structure is fixed. We here control the radio-
frequency (rf) waveform of quadrupole focusing to 
emulate the beam behavior in several standard AG lattices 
involving doublet and FDDF sequence. 

S-POD 
S-POD is composed mainly of a compact LPT, DC and 

AC power sources, a vacuum system, and a personal 
computer that controls a series of measurements and data 
saving. Figure 1 shows a side view of a typical multi-
sectioned LPT employed for S-POD. Four cylindrical rods 
are symmetrically placed to generate the rf quadrupole 
potential for strong transverse focusing of ions. The 
transverse motion of an ion confined in a LPT is governed 
by the Hamiltonian [1] 

           (1) 

where the independent variable is  with c being the 
speed of light, I is a constant depending on the ion species, 
and the function Krf ( )   is proportional to the rf voltage 

applied to the quadrupole rods. Since the collective 
Coulomb potential  and the time-evolution of the ion 
distribution in phase space obey the Vlasov-Poisson 
equations, this many-body system is physically equivalent 
to a charged-particle beam traveling through an AG 

H 
px

2  py
2

2


1

2
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  ct

 ___________________________________________  
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Figure 1: Typical measurement steps [8]. 
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transport channel. We can thus study the fundamental 
features of intense beams by observing the collective 
behavior of an ion plasma in a LPT. Unlike the case of 
actual beam transport channels with many Q-magnets, the 
AG focusing function Krf ( )   in S-POD is controllable 

over a wide range without any mechanical change to the 
trap geometry; all we need is to change the waveform of 
the rf voltage. It is possible to introduce imbalance between 
the horizontal and vertical focusing strengths if necessary, 
so that we can independently adjust the two bare tunes. 

S-POD II and III are both operated at the frequency of 1 
MHz (in the case of standard sinusoidal or doublet 
focusing). The ion species chosen for the present 
experiment is 40 Ar  . Then, the maximum rf amplitude 
required to survey the full tune space is less than around 
100 V. As illustrated in Fig. 1, the quadrupole electrodes of 
the LPT are divided into five electrically isolated pieces in 
the axial direction. In addition to the transverse rf voltages, 
we add proper DC bias voltages to these five quadrupole 
sections to form a longitudinal potential well. After a 
necessary experimental procedure is completed, one of the 
longitudinal potential barriers is dropped to extract the 
plasma toward the Faraday cup or the MCP detector on the 
other side. 

DOUBLET FOCUSING 
The rf power generator of S-POD has been designed to 

produce a wide range of stepwise waveforms. While the 
sinusoidal waveform is commonly used in regular LPTs, 
we have tried more complex waveforms including doublet, 
triplet, FDDF, etc [8]. Figure 2 shows a doublet waveform 
that has the quadrupole filling factor of 0.25. The distance 
from QF (focusing pulse) to QD (defocusing pulse) has 
been set equal to that from QD to QF in this example. The 
number of 40 Ar   ions surviving after 10 ms (104 rf 
periods) in this AG potential is plotted in Fig. 3 as a 
function of the bare phase advance per single doublet cell. 
Since the horizontal and vertical focusing are symmetric, 
the phase advances ( 0 x ,  0 y )  in both directions are 

identical; namely,  0x   0 y (  0 )  . We find three clear 

instability regions, all of which shift to the higher  0  side 

as the initial plasma density increases. Essentially the same 
stop-band distribution has been repeatedly observed in past 
S-POD experiments where the sinusoidal rf waveform was 
employed for transverse ion confinement [5-7]. According 
to a Vlasov theory [9] as well as past numerical work [10], 
the instability of the linear collective mode should be 
responsible for major ion losses near  0  90 [deg]. The 

other two stop bands near  0  60  and 120 [deg] are 

probably due to the third-order resonances. Since the 
instabilities near  0  60 and 90 [deg] are driven by the 

space-charge potential rather than external nonlinear error 
fields, these collective resonances are considerably 
weakened or even almost disappear at low density. We 
have carried out a number of stop-band measurements 
using various doublet waveforms with different geometric 

factors. We then observe the same stop band distribution as 
indicated in Fig. 3 as long as the symmetric transverse 
focusing ( 0x   0 y ) is assumed. 

 

 
Figure 2: A doublet-type waveform produced by the rf 
power source of S-POD II. 
 

 
Figure 3: Resonance instability bands corresponding to the 
doublet focusing in Fig. 2. 

COUPLING RESONANCE 
The ion losses near  0  60  and 90 [deg] in Fig. 3 

should be caused by purely horizontal and vertical 
resonances overlapping each other. For instance, at 
 0  90  [deg], we have a possibility of relatively low 

order (2nd- and 4th-order) resonances independently in 
both transverse directions; namely, the conditions of 
primary resonances are given by 2 0 x  180  [deg], 

2 0 y  180  [deg], 4 0x  360   [deg], and 4 0 y  360  

while the former two resonances become prominent only 
at high intensity [9]. Each of these stop bands splits into 
two parts when we introduce weak asymmetry in the 
transverse focusing strengths such that  0x   0 y  and then 

plot the stop band distribution as a function of either  0 x  

or  0 y . On the other hand, coupling resonance lines that 

depend simultaneously on  0 x   and  0 y   may also be 

created if sufficiently strong error fields are present. The 
resonance condition at zero intensity is given by 
m 0 x  n 0y  (integer) 360   for the driving field of 
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the form xm yn  where m and n are positive integers. In the 

case of the lowest-order nonlinearity, i.e. sexupole, 
(m, n)  (1, 2) or (2, 1). To confirm the existence of such 

coupling resonance lines, we employed S-POD III driven 
by the sinusoidal rf waveform, instead of the doublet type, 
for the sake of simplicity. Figure 4 is the phase-advance 
diagrams experimentally obtained at different ion 
densities. The ion loss rate after a certain storage period is 
color-coded in the region of relatively high phase advances 
where we expect the occurrence of nonlinear coupling 
resonances [11]. The two third-order sum resonance lines 
can be identified while the forth-order difference resonance 
line 2 0x  2 0y  0  is invisible in this data. We 

recognize the stop-band shifts depending on the plasma 
intensity. Recent S-POD experiments as well as 2D Vlasov 
analysis suggest that at high beam intensity, coupling 
resonance is expected to occur under the condition 

m( 0 x   x )  n( 0y   y )  (integer)  360,   (2) 

where  x  and  y  are the phase-advance shifts induced 

by the Coulomb potential. If this condition is correct, the 
vertical (or horizontal) shift of a coupling resonance line in 
the phase-advance diagram depends on the combination of 
the integers m and n. For example, when (m, n)  (2, 1) 
and  x   y , the space-charge-induced shift of the sum 

resonance line is three times larger than that of the 
difference resonance. When m  n  , the difference 
resonance line does not move depending on the plasma 
density (as long as  x   y ). In the case of a circular 

machine with the lattice superperiodicity of Nsp, the 
coupling resonance condition corresponding to Eq. (2) can 
be expressed as 

m(0 x  x )  n(0 y   y )  kNsp ,             (3) 

where k is an integer, and (0 x , 0 y ) are the transverse bare 

tunes depressed by the amount of ( x ,  y )  at high 

intensity.  

FDDF SEQUENCE 
The FDDF (or FFDD) waveform is another popular 

lattice often adopted in modern accelerators. One such 
example is the UNILAC at GSI [12]. Although the unit cell 
contains four quadrupoles (two are focusing and the other 
two defocusing in one transverse plane), we reasonably 
expect that the overall resonance behavior should be 
similar to that of the doublet focusing. Recent S-POD 
experiments actually revealed that the stop band 
distribution of the FFDD lattice is the same as what we 
observe in Fig. 3. Three instability bands are found near 
 0   60, 90, and 120 [deg]. The stop band at  0  90 

[deg] usually gives rise to the most severe ion losses 
provided the initial plasma density is high. However, as 
already mentioned, this instability becomes quite weak at 
low density unless a non-negligible source of fourth-order 
external driving force exists. 

Highly Symmetric Ring 
The three-stop-band feature as shown in Fig. 3 should be 

more or less universal among long linear transport 
channels whose structures are simple repetition of short 
focusing cells like FODO, symmetric doublet, and FFDD. 
In contrast, the resonance feature can be more complex in 
a circular machine because the focusing period is generally 
much longer. Each superperiod often contains several or 
more unit focusing blocks. The stored beam receives 
strictly periodic kicks every turn, even including 
imperfection fields. Such complex nature of a large closed 
system can make the stop-band distribution essentially 
different from that in Fig. 3. 

Let us consider a circular machine consisting of N FDDF 
cells [13]. According to our past experience with S-POD, 
the condition of the transverse collective resonance excited 
independently in either the horizontal or vertical direction 
by the m-th order space-charge force is likely to have the 
form [9] 

m(0x(0 y)  x(y) ) 
kNsp

2
,                     (4) 

where the coherent tune shifts  x(y)  depend on the order 

number m. Sacherer first pointed out theoretically that 
 x(y)  is somewhat smaller for a lower-order resonance at 

a specific beam density [14]. As for the coupling resonance 
driven by the potential xm yn , the resonance condition (3) 

should hold. 
As an example, we assume N  50 . If all 50 FDDF cells 

are perfectly identical, Nsp is also equal to 50. We then 
predict from Eq. (4) that the three stop bands as in Fig. 3 
will appear at the tunes slightly above 50 / 6 , 50 / 4 , and 
50 / 3  in both transverse directions. The corresponding S-
POD experiment was performed which resulted in the stop 
band distribution of Fig. 5(a) where 0 x  0 y ( 0 )   for 

simplicity. The number of ions initially stored in the trap is 
either 105  or 106 . The ordinate represents the number of 
ions surviving after 100 turns around the 50-fold 

 
Figure 4: Resonance instability lines of sinusoidal 
focusing measured at different initial ion densities.
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symmetric ring. We observe three instability regions as 
expected. 

Effect of Lattice Symmetry Breaking 
The proton synchrotron (PS) at CERN is composed of 

50 FDDF cells [15], similarly to the example taken in the 
last section. Therefore, three stop bands in Fig. 5(a) must 
be found also at CERN-PS near the bare tunes 
0 x(0 y )  50 / 6 , 50 / 4 , and 50 / 3  at high beam intensity 

even without imperfection fields. The actual focusing 
period around the ring is, however, not necessarily 50, 

namely, Nsp  N  , but the lattice functions may be less 

symmetric depending on the choice of the tunes and other 
parameters. For instance, we here look into the case where 
the external driving force has 10-fold symmetry around the 
ring; namely, N  50   but Nsp  10  . A single lattice 

superperiod then contains five FDDF blocks. Such type of 
lattice symmetry breaking has been considered in a 
possible new optics of PS to ensure a larger distance from 
nearby nonlinear resonance lines [16]. Among a wide 
variety of ways to reduce the symmetry of the rf focusing 
force, in the present study we took the waveform as 
illustrated in Fig. 6. Each superperiodic cell consists of four 
identical FDDF blocks plus one more FDDF with a slightly 
different geometric factor. This long focusing wave repeats 
10 times every turn around the ring. The corresponding 
stop-band distribution measured with S-POD II is shown 
in Fig. 5(b). In this experiment, we changed the quadrupole 
filling factor of the fifth FDDF block by 2% compared to 
the other four blocks (that have the filling factor of 0.5). 
The focusing and defocusing pulse shapes were chosen 
identical so that 0x   0 y ( 0 ) . In addition to the three 

stop bands, several more unstable regions appear due to the 
reduction of the lattice symmetry. Specifically, rather 
severe instabilities are newly excited near 0 5, 10, 15, 

and 20. It is interesting to see that at least two independent 
ion-loss mechanisms are present within each of these new 
instability regions; there is always a relatively wide 
instability band accompanied by very sharp and heavy ion 
losses on the low tune side. We notice that the sharp stop 
bands do not move much depending on the ion density. 
Another series of S-POD experiments have demonstrated 
that these stop bands are widened as we enhance the 
perturbation to the fifth FDDF cell in each superperiod. 

 
Figure 5: Resonance instability bands in a closed AG 
lattice consisting of 50 FDDF cells. (a) 50-fold 
symmetric case where all FDDF cells are identical. (b) 
10-fold symmetric case where the pulse widths in 
every five FDDF cells are weakly perturbed as 
indicated in Fig. 6. The horizontal and vertical bare 
tunes are set equal in both cases. 

 
Figure 6: FDDF waveform with a perturbed cell. 

 
Figure 7: Resonance instability bands in the 10-fold 
symmetric lattice considered in Fig. 5(b). The two 
transverse tunes are not equal here but slightly different 
satisfying the relation 0y  0x  0.02 . 

Proceedings of HB2014, East-Lansing, MI, USA TUO2LR03

Computational Challenges, New Concepts and New Projects

ISBN 978-3-95450-173-1

181 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



It is also important to ask what happens when the 
transverse tunes are unequal (which corresponds to 
possible operating conditions of PS). To answer this 
question, we slightly modified all 50 FDDF pulses in an 
asymmetric way to develop imbalance between the 
horizontal and vertical focusing forces. Figure 7 shows the 
stop-band distribution obtained under the condition 
0y  0x  0.02 . Note that the measured data are plotted 

as a function of the vertical bare tune 0x . We confirm that 

the major stop bands in Fig. 5(b) split into two instability 
bands. This implies that most stop bands observed under 
the symmetric focusing condition 0x  0 y   have been 

created by two independent (horizontal and vertical) 
resonances overlapping at the same tune. The two sharp ion 
losses at 0x 14 and 15 in Fig. 7 probably originate from 

the narrow stop band at 0  15   in Fig. 5. Since the 

abscissa of Fig. 7 is 0x  , we assume that the ion losses 

staying at 0x  15  are due to horizontal instability while 

those shifted to 0x  14 occur vertically. On the other 

hand, it appears as if the narrow band at 0x 10 in Fig. 

5(b) moved to 0x  9 without splitting, but we believe 

that there should still be the horizontal instability band at 
0x  10 (which was too narrow to be detected in this 

experiment). In fact, we found very sharp instability at 
0x  10 in another experiment performed under 

0y  0x  0.05 . 

SUMMARY 
The S-POD systems at Hiroshima University have been 

employed to explore fundamental beam dynamics issues in 
particle accelerators. In the present experimental study, we 
focused on transverse resonance instability caused by the 
periodic nature of AG focusing lattices. Several standard 
AG waveforms, such as sinusoid, doublet, and FDDF, was 
taken to demonstrate how such instability arises depending 
on particle density, bare tunes, and lattice symmetry 
breaking. It has been verified that the stop-band 
distributions are similar in long transport channels simply 
repeating any of these short, symmetric AG waveforms. 
We always encounter the distribution as depicted in Fig. 3, 
no matter what waveform geometric factors are chosen for 
doublet and FDDF. Needless to say, the stop-band 
distribution becomes much more complex when a unit 
lattice period contains not one but many AG focusing 
blocks of non-identical geometries. In any case, the 
coherent resonance condition in Eq. (4) seems to roughly 
explain the locations of major horizontal and vertical stop 
bands observed at high beam density. (At low density, the 
factor 1 / 2  on the right hand side should be omitted.) 
Provided relatively strong nonlinear coupling potentials 
are present, we also expect the sum and/or difference 
resonances excited under the condition of Eq. (3). The 
existence of such coupling resonance lines was confirmed 
in S-POD III using the sinusoidal focusing waveform.  

An interesting stop-band behavior has been found when 
a highly symmetric closed lattice is perturbed to have lower 
symmetry (Fig. 5). The symmetry breaking excites 
additional instability regions, each of which often includes 
a very narrow stop band and a wider one on the right. The 
origin of such double stop bands that appear side by side is 
presently unclear. While preliminary particle-in-cell 
simulations suggest that nonlinear driving fields may be 
responsible for the excitation of the sharp stop bands, we 
still need further careful investigation to reach a definitive 
conclusion on this issue. We are now planning to develop 
a unique multipole LPT that enables us to control the time 
structure and strengths of low-order nonlinearity 
independently of the primary quadrupole focusing 
potential [17]. 
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BEAM DIAGNOSTICS FOR THE DETECTION AND UNDERSTANDING OF 

BEAM HALO  

Kay Wittenburg, DESY, Hamburg, Germany 

 

Abstract 

A general view that has been recently reached by 

different methods of halo diagnostics of high brightness 

hadron beams will be given. The performance (dynamic 

range, accuracy …) of various monitor types will be 

combined with the demands from beam dynamics of 

different machines to discuss which methods can be 

envisaged for the future. The discussion will include low 

and high energy machines and their related halo detection 

schemes 

INTRODUCTION 

Especially in the high power proton accelerator already 

a very small number of lost protons may cause serious 

radiation dose. In particle accelerator beam experiments, 

background due to beam halo can mask the rare physics 

processes in the experiment detectors. Both are unwanted 

effects of beam halo and therefore the high intensity beam 

quality is strongly connected to the existence of 

(transverse) beam halo. However, the definition of halo is 

still open: 

In the summary of the HALO’03 workshop [1] is 

written: “…it became clear that even at this workshop 

(HALO’03) a general definition of "Beam Halo" could 

not be given, because of the very different requirements 

in different machines, and because of the differing 

perspectives of instrumentation specialists and accelerator 

physicists… ". At IPAC2014 [2] wrote: “It is very 

difficult to give a simple definition of the “halo”. It could 

be a sole beam characteristic or a beam accelerator system 

characteristic linked to the potential losses it can 

produced. It could be defined by a number of particles (in 

the halo) or a size (of the halo). It could be described in 

the geometric space or in the phase-spaces… ".  

This report has a look to “Halo” from the beam 

instrumentation point of view, that is focused more on the 

number of particles (in the halo) or on the size (of the 

halo); and on the dynamic range for halo measurements 

that should be of the order of 10
5
 or better (e.g. > 12 bit).  

There are numerous sources of halo formation, in linear 

and circular accelerators, which are not discussed here. A 

good summary for that topic can be found in [3].  

   

WHAT IS BEAM HALO 

It should be stressed that there is an important 

difference between beam tails and beam halo: Tails are 

deviants from the expected beam profile in the order of 

percent or per mille while halo goes much beyond. As a 

consequence one should note that the topic “emittance” is 

related to the beam tails only. The emittance of the beam 

is defined by the core of the beam while including more 

or less of the tails. The emittance can be measured with 

special emittance measurement devices (e.g. pepperpot) 

and/or by profile monitors by knowing the β-function, 

momentum spread and dispersion at the location of the 

measurement (see e.g. [4]). A good profile monitor can 

reach a dynamic range of  ≈ 10
3 

(e.g. > 8 bit), and a 

resolution of < 1% which is often sufficient for the 

emittance determination of the beam. 

Unfortunately quite often the terms “tails” and “halo” 

are used in an undefined way. See Fig. 1 as an example of 

reported “halo” generation due to mismatch, while almost 

all effects happened in the tail regime. The reason of this 

uncertainty of definition might lie in the beam dynamics 

simulation tools which are very useful to understand the 

core beam behavior while computing with a limited 

number of particles. Therefore results in the real halo-

regime have larger uncertainties or can’t even be reached 

by these tools.  

From the instrumentation point of view it is very useful 

to have a definition of halo in 1D spatial projection for 

which experimental measurements are easier to obtain by 

a beam profile/halo monitor. But note that the phase-

space rotations of the beam might result in oscillations of 

the 1D projection along the accelerator. For example, at 

some locations the halo may project strongly along the 

spatial coordinate and only weakly along the momentum 

coordinate, while at other positions the reverse is true; 

with the consequence that the halo can be hidden from the 

1D spatial projection [see e.g. 6]. For a complete 

understanding it is necessary to extend the 1D work to the 

whole phase space, in the measurement (resulting in many 

monitors at different location) as well as in the theoretical 

work and in the simulations [7, 8].     

High power accelerators need very low losses during 

the beam transport to avoid serious activation and damage 

of components. Beam halo far beyond the beam core is 

one of the major reasons for these losses and therefore for 

activation of components. This can be illustrated by the 

following: Beam losses should be limited at least to a 

level which ensures hands-on-maintenance of accelerator 

components during shutdown. The hands-on limit has 

been found approximately between 0.1 W/m ≤  HL ≤ 1 
W/m [9, 10]. Without any major beam disturbance losses 

are typically distributed along ½ of a β-period Lβ (typical 

near the focusing quadrupole). The fraction of losses 

which will generate the hands on limit activation is than: 

 

HW = HL * ½*Lβ/PB 
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while PB is the total beam Power. Assuming a total beam 

power of PB = 1 MW, HL = 1 W/m and Lβ = 20 m, it 

results in  

HW = 10
-5

 

 

Therefore a constant loss of 10ppm of the beam is enough 

to reach the activation limit under these assumptions. 

These small losses can easily be generated by beam halo

 

and halo monitoring might become useful to quantify the 

halo and finally to find measures to its generation.  

 

Figure 1: From [5]. Reported “Halo” generation due to mismatch. But note that almost no effect is observed below 10
-3

 

(halo) while a large beam tail > 10
-3

 is generated. 

BEAM HALO QUANTIFICATION 

A measurement of the halo should result in a 

quantification of the halo; at least in 1D spatial projection. 

Four different methods will be discussed shortly in the 

following which are used to characterize beam halo: 

1) Kurtosis 

2) Ratio of beam core to offset 

3) Ratio of halo to core  

4) Gaussian area ratio 

An important feature of such quantifiers is that they are 

model independent and rely only on the characteristics of 

the beam distribution itself.  

1) Kurtosis 

This method is based on analyzing the fourth moment 

of the beam profile. The kurtosis k is a measure of 

whether a data set is peaked or flat relative to a normal 

(Gaussian) distribution:  ( )
( ) 2

2
2

0

4

0 −−
−≡

xx

xx
k , 

where x0 is the beam center coordinate and x is the 

measured value of the profile distribution. The 

denominator is the standard deviation of the distribution 

and the numerator is the 4
th

 order moment. The sample 

kurtosis of n values with mean x0 is defined by: 
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Distributions with high kurtosis have sharp peaks near 

the mean that come down rapidly to heavy tails. For more 

details see [7,11,12]. It is obvious, that this more 

theoretical method is much more sensitive to tails and 

almost not sensitive to halo.  

2) Ratio of Halo to Core 

[13] proposed recently a new method for determining 

the core-halo limit applicable to any particle distribution 

type: The core-halo limit is defined as the location where 

there is the largest slope variation in the density profile, 

i.e. where the density second derivative is maximum. A 

pure Gaussian profile with σ RMS has with such a 
definition already a halo starting from √3*σ, containing 

thus 8.3% particles of the beam while a triangular or K-V 

distribution does not have a halo. Since the largest slope 

variation is mainly created by the beam core, this method 

is quite sensitive to tails, too.  

3) Ratio of Core to Offset 

An experimentally robust technique to quantify the halo 

was used at Fermilab [14]. The raw data of the detector 

(profile monitor) are fitted to the function: 
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)()()( xlxgxf ⋅= , 

where g(x) is a Gaussian core 

2

2
0

2

)(

σ
xx

eA

−−⋅  

and l(x) is the non-Gaussian halo of the beam: 

xccxl 10)( += . 

Defining a region of interest (ROI) which includes the 

tails/halo of the interesting beam profile, one can define 

the properties L and G as ∫=
ROI

dxxlL )(  

and ∫=
ROI

dxxgG )( . 

The beam halo can be calculated by the ratio L/G. A 

perfectly Gaussian beam will have L/G = 0, whereas a 

beam with tails/halo will have L/G > 0. It is very 

important for this procedure to eliminate noisy and dead 

channels for the fit as well as knowing the pedestal for 

each channel. Each pedestal has to be subtracted from the 

data set. The standard deviation of many pedestal 

measurements can help to find noisy (σped is large) and 

dead channels (σped=0). Studies have shown that the L/G 

method is a good indicator for beam tails by using a 

profile monitor. However, this method can easily extend 

into the halo regime e.g. by adding a second baseline 

below the beam tail and by using a halo monitor.    

4) Gaussian Area Ratio 

The method quantifies the “non-Gaussian” component 

of the beam profile by comparing a Gaussian fit of the 

core with the complete data set. Typically the Gaussian fit 

is applied to the top (90 percent) of the profile to 

represent the core (most beam core distributions can be 

represented by a Gaussian). The next step is to find the 

integral or area of the measured distribution (e.g. by 

summation of the midpoint [15]) and to normalize it to 

(divide it by) the area under the Gaussian fit. Since the 

core (±some σ) is the same in both cases one can use the 

area outside some σ only. The result (>1) gives a 
quantitative value of the halo content while a result =1 

represents a beam without halo. If the measured 

distribution has also tails, one might use 2 gaussians to 

represent the core plus tails and compare it with the 

measured distribution.   

Comments 

The methods 1) and 2) are quite sensitive to beam tails 

and not to beam halo but these are robust methods in 

simulations (with low numbers of particles) where the 

behavior of the beam in the tail region is studied. The 

methods 3) and 4) are more useful for beam halo 

measurements and large number of particles. With their 

help one can derive two halo parameters [13] which can 

be used to compare and optimize the accelerator settings: 

PHS = 100 * Halo size/Total beam size  

       = Percentage of halo size  

PHP = 100*Nb of particles in halo/total Nb of particles 

       = Percentage of halo particles 

Note that a measurement always contains instrumental 

effects. To define the halo contents in such a theoretical 

way one has to exclude these effects in advance. 

Therefore a useful halo instrument and measurement 

should reach a resolution of (much) better than 10
-2

 of the 

beam size and a noise level << 10
-5

 of the beam peak. 

When comparing halo measurements with simulations it 

is obvious that even powerful simulations are useless if 

significant physical mechanisms are missing or if the 

beam input distribution is unrealistic. 

TRANSVERSAL HALO MEASUREMENTS 

One can find two types of halo monitors; the first type 

measures the whole beam with very high dynamic range 

and very good resolution (e.g. wire scanner), the second 

type is a sensitive monitor at a more or less fixed 

transversal position which measures the rate of particles 

hitting this monitor (see e.g. [16, 17]).  

Halo calibration of the second type is done by 

normalizing the measurement to the whole beam current 

resulting in PHP. Moveable scrapers equipped with beam 

loss monitors fall into this type although the distribution 

of the halo can be measured by moving the jaws and 

recording the loss rate [18]. Since a cross calibration with 

a beam current monitor is required, the resulting 

resolution in terms of an absolute number of halo particles 

might be limited but a relative observation of changes in 

the halo can be done with very high resolution.  

A detailed discussion of the first halo monitor type can 

be found in [19] and references herein (some additional 

references are listed below). One of the most used halo 

monitors are wire scanners which are able to measure the 

profile of the whole beam (PHS) with very high dynamic 

ranges and very good resolution (< 10 microns). Various 

techniques are used to archive dynamic ranges up to 10
8
, 

including counting techniques at high and at low energies 

[20] and vibrating wire techniques [21]. Since scanning 

techniques are often very time consuming (up to minutes), 

optical methods can be much faster: [22] reported 

recently results of using different types of screens with 

higher sensitivity in the tails and halo regime. For a high 

dynamic readout of screens CID cameras with a dynamic 

range of ≈ 10
6
 are commercial available. Scintillation 

screens might be limited in their linearity but OTR 

screens did not show any saturation effects even at these 

high dynamic ranges. Adaptive masking techniques with 

micro mirror arrays [23] and by coronagraph [24] show 

reliable beam halos of smaller than 10
-6

.   

CONCLUSION 

Some definitions of halo have discussed in this report 

showing the requirement to distinguish clearly between 

the halo and tail of the beam. Different methods of 

quantization of halo were discussed in view of their 

sensitivity to tails and to their utility to halo 
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measurements. The “state of the art” instrument for a full 

horizontal halo measurements is still the wire scanner; a 

dynamic range of better than 10
8
 has been achieved. 

Optical methods using readout by a CID camera or a 

coronagraph have the potential to reach even higher 

dynamic range.  
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TWO-DIMENSIONAL AND WIDE DYNAMIC RANGE PROFILE 
MONITOR USING OTR /FLUORESCENCE SCREENS FOR DIAGNOSING 

BEAM HALO OF INTENSE PROTON BEAMS 

Y. Hashimoto#, T. Mitsuhashi, M. Tejima, T. Toyama, KEK/J-PARC, Tsukuba/Tokai, JAPAN         
H. Akino, Y. Omori, S. Otsu, H. Sakai, Mitsubishi Electric System & Service Co., Ltd., JAPAN 

Abstract 
The use of Optical Transition Radiation (OTR) and 

fluorescence screens to obtain a high dynamic range 
approximately six orders of magnitude in light intensity for 
two-dimensional beam profile measurement was 
demonstrated with intense 3GeV proton beams in the J-
PARC in 2013[1]. A new four-section alumina screen for 
beam-halo measurement was installed just in front of the 
pre-existing titanium screen this year in order to measure 
the beam halo and the beam core simultaneously. Two-
dimensional beam profile measurements with a high 
dynamic range are described in this paper. 

INTRODUCTION 
The objective was to measure the two-dimensional 
intensity distribution from the beam core to the beam halo 
of the injection beam to the Main Ring (MR) of the J-
PARC. The beam halo brings serious contamination by 
radio-activation to the accelerator by beam losses in the 
case of beam intensities greater than 1.5 × 1013 / bunch. In 
order to measure such a beam profile, a high dynamic range 
up to six orders of magnitude in light intensity was 
required. By using such a wide measurement range, we can 

 
Figure 1: Six orders of magnitude measurement with three 
kinds of screens. 
 
not only evaluate the beam-halo eliminations by the 
collimator, but  also perform precise beam diagnosis for the 

Rapid Cycling Synchrotron (RCS) in beam extraction, 
which is a preceding accelerator of the MR. 

CONCEPTS 

Function of OTR and Fluorescence  
We used the OTR from the titanium screen and the 

fluorescence from the chromium-doped alumina screen.  
Optical intensities of the light depend on the beam intensity 
at the positions of these screens. In order to detect the light, 
a Charge-Injection-Device (CID) camera attached to a 
gated Image Intensifier (II) was employed. The gain of the 
II was optimized for these optical intensities.  
Figure 1 shows the functional range for each kind of 

screen. The beam intensity distribution curve shown in the 
figure assumes that the beam intensity is over 1013 
proton/bunch and the sigma of the Gaussian distribution is 
10 mm. The measurement techniques and their ranges are 
as follows: the OTR from the beam core covers down to -
1.5 orders of magnitude, the next OTR from the beam tail 
from the 50 mm diameter annular screen covers down to -
2.5 orders, and finally the fluorescence from the beam halo 
covers down to almost -6 orders from the peak.   

Energy Losses in Screens  
 The screen materials for intense proton beams should be 
chosen carefully. Preferred materials include a 10 micron 
thick titanium foil for the OTR production and alumina 
screens of 500 m thickness for the fluorescence 
production. As for the energy loss with 3 GeV proton beam, 
alumina has 48 times larger loss than titanium as shown in 
Table 1. However, when it is only used in the halo region 
where the intensity is two orders of magnitude lower than 
the peak values, the total energy loss of alumina becomes 
about half of that of titanium: i.e. 4.7e-3 J/bunch 
equivalent. These energy losses are small enough to avoid 
damaging the screens.  
 
Table 1:  Energy losses in material [2] in the case of proton 
beam energy of 3 GeV, and bunch intensity of 1 x 1013 
protons. 

Material Thickness 
[m] 

Energy Loss 
[keV/proton] 

Total 
Energy Loss 
[J/bunch] 

Ti 10 6.79 9.8e-3

Cr + Al2O3 500 330 4.7e-1
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Figure 2:  Configuration of screens. (a) Front view, (b) A 
layout of horizontal projected beam profiles. 
 

Configuration of Screens 
Figure 2 shows the configuration of the screens. The 

grey circle is the titanium foil screen for OTR production 
by the beam core. Immediately in front of the circle, four- 
red rectangles indicate the alumina screens located in the 
beam halo region. These alumina screens are movable in 
the horizontal and the vertical directions as shown. 

 
Figure 3:   A photograph of the screens from the front side. 
The titanium screen positioned to the rear is of triple screen 
construction (Fig.4). 
 
These screen targets consist of layered structures, as 

shown in Figs.3 and 4. The front side of the target is a new 
four-section alumina screen which was installed this year. 
The aperture between the edges of the opposed screen can 
be changed from 125 mm down to 30 mm, in both the 
horizontal and vertical directions. 

The rear side of the target is the pre-existing triple screen 
[1] shown in Fig. 4, which is inserted just after the four-
section alumina screen. Figure 5 shows a sectional layout 
of these screens. The alumina screen is located 13 mm in 
front of the titanium screen. Shadow masks made of 0.5-
mm thick stainless steel were put on the back of the 
alumina screen to prevent the fluorescence from lighting 
up the titanium screen. The OTR with an angular 
distribution [1] is emitted from the titanium screen, in 
contrast, the fluorescence radiates isotropically.  

  
Figure 4:  Triple screen geometry 

 

 
Figure 5: Cross-sectional view of the target screen 

 

 
Figure 6: Fluorescence time of alumina with 3 GeV proton. 
(a) Schematic comparison with the emission time of OTR, 
(b) Measured data were taken by sweeping the gate timing 
of the II with a gate width of 10 s. 

Persistence Times 
The persistence time of the fluorescence from the 

alumina screen was over 1 ms as shown in Fig.6 (b). These 
data were measured with a 3 GeV proton beam. The 
fluorescence decays logarithmically. 
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 On the other hand, the OTR emits for only about 200ns, 
corresponding to the length of the beam bunch (Fig.6 (a)).  

It is an advantage that the yield ratio of the fluorescence 
to the OTR can be controlled by changing the exposure 
time of measurement with the gate of the II. 

DEVICE CONFIGURATION 
 Figure 7 shows the device configuration schematically. 

Devices drawn within the skeleton frame of the vacuum 
chamber [1] were pre-existing at the 3-50 Beam Transport 
line (3-50 BT) in the J-PARC, in addition, the new four-
section alumina screen (Fig.3) was installed at the target 
point this year. The Offner optical system has a large 
acceptance angle of ±15 degrees for focusing the OTR [1] 
having larger peak-spread angle of ±13.5 degrees. We 
observe a beam image focused on the projection screen 
within the vacuum chamber from the back side with the II 
attached CID camera located outside across a viewport. 

 
Figure 7:  Device configuration. 

SCALING FOR UNIFIED PROFILE 
The features of our method to obtain higher dynamic 

ranges are as follows: i) the gain of the II is optimized 
depending on the region of the beam to be measured, ii) 
two kinds of light with different emission efficiencies are  

 

 
Figure 8: Superimposed beam images with 25 different 
various alumina screen positions each. 
 
employed, namely the OTR and the fluorescence.  For this 
reason, the pixel intensities of the image data must to be 
scaled to obtain a unified beam profile. We use two 
coefficients in this scaling as follows: i) the gain value of 
the II in measurement as G, ii) the yield ratio of the 
fluorescence to the OTR as YR. Thus, we scaled the pixel 
data with a simple treatment as follows, 

 
 
 

 
Figure 9:  Two-dimensional color contour map with log 
scale obtained by the scaling. (a) Collimator OFF, and 
(b) Collimator ON. 

We have obtained YR by comparison of actual light 
quantity between the fluorescence and the OTR with a 
measurement [1]. In our usual case, the gate time of the 
image intensifier was 10 s, and then YR was measured as 
1314.6.  

COMBINATION MEASUREMENT WITH 
OTR AND FLUORESCENCE 

Effect of Beam-Halo Elimination 
 The effects of the beam-halo elimination by the 3-50 BT 

collimator [3] were examined from the point of view of the 
two-dimensional beam distribution. Figure 8 shows 
superimposed beam images which were taken by changing 
the position of the alumina screens 25 times in the 
horizontal and in the vertical directions with a certain 
distance step. The gain of the II was changed to the 
appropriate value in each step. So with these pictures alone 
we cannot properly understand the beam shapes and the  
distributions; these data must be modified with the scaling 
treatment shown in equations (1) and (2). After the scaling, 

 . (2)      YGdata      scaled data ceFluorescen

(1)                         Gdata 　    scaled data OTR

R
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two-dimensional colored contour maps with log scale are 
obtained as shown in Fig. 9. The color scale is five orders 
of magnitude from red to blue. 

It is a remarkable collimator effect that islands of the 
beam halo appeared on both the right and left sides of the 
minus fourth order in the case of collimator-OFF, but they 
disappeared in the case of collimator-ON. In addition, two 
dashed lines can be drawn in each map which link the 
center of the regions of the beam halo at the top and the 
bottom sides, or the regions of the left and the right sides. 
In case of collimator-OFF, these lines had significant 
angular difference from the horizontal and the vertical 

axes, respectively. But in case of collimator-ON, the 
angular displacement became smaller.  

The horizontal-projection profiles of these data of Fig. 9 
are plotted with a vertical log scale in Fig. 10. The solid 
lines in the plots are the Gaussian curves fitted with only 
the beam core measured by the OTR from the solid 
titanium screen. In both cases of collimator-OFF and -ON, 
the sigma of the Gaussians has the almost same value of 11 
mm. And down to around the minus fourth order from the 
peak, the measured data agree with the Gaussians. In the 
case of collimator-ON, a waist occurred at about the minus 
fourth order and the beam size at the minus sixth order or 
less was expanded. Plotted points can be seen down to the 
minus seventh order, in these regions the beam sizes spread 
up to 120 mm. This value of 120 mm is the limit of this 
instrument, because the apertures of the upper mirror hole 
of the Offner optical system, of the titanium solid screen, 
and of the projection screen are all 120 mm. 

Simultaneous Measurement of the Beam Core 
and the Halo 

A simultaneous measurement of the beam core and the 
beam halo was carried out by using the titanium screen and 
the four-section alumina screen. The following 
measurement examples examined a correlation of injection 
beam-painting [4-6] conditions in the RCS and the beam 
halo of injection beams of the MR. In the measurement the 
edge distance of the horizontal alumina-screen pair was 60 
mm, and that of the vertical pair was 54 mm. In this way 
the beam halo at the minus forth order could be measured 
at the same time as the beam core, as shown in Fig.11. Each 
measurement was averaged over five shots with beams 
consisting of two bunches having an intensity of 3.2 x 1013 
protons. Two-dimensional beam profiles were measured 
with different conditions in painting area of the RCS beam 
injection as 50  and 100  mm.mrad. Their projections are 
shown in Fig. 12. 

In Fig. 11, the dashed lines mean the same as before; 
they link the centers of facing pairs of the beam-halo 
regions. The horizontal dashed line links the left and the 
right sides of the beam-halo region in the beam image of 
50 � painting; in this case a remarkable counter-clockwise 
rotation appeared, although there was no rotation of the 
beam core. The beam of 100 � painting, unlike with the 
beam of 50 pi painting, under the fourth-order, the height 
of the peak of the beam halo was around two times larger 
in the horizontal direction, and the beam halo at the bottom 
became remarkably large in the vertical direction. When 
these beams were injected into the MR, the beam loss was 
significantly smaller in the case of the 50 � beam than in 
the case of the 100 � beam. The rotation shown in the 
beam image was assumed to be caused by so-called xy-
coupling. By taking advantage of the two-dimensional 
measurement technique, asymmetric beam halos could be 
measured. 

Figure 11:  Simultaneous measurement of the beam core 
and the halo at minus fourth order. The difference 
between the two beam images is the size of the injection 
painting area of the RCS. 

Figure 10:   Projection beam profiles in the horizontal 
direction. (a) Collimator OFF, and (b) Collimator ON. 
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Figure 12:   Projections of beam images shown in Fig. 11, 
(a) in the horizontal and (b) in the vertical directions 

Next Steps 
The previous simultaneous measurements mentioned 

above had a gap between the beam core and the beam halo. 
We have already mentioned above a simple method for the 
simultaneous measurement so that the gap between the 
beam core and the halo is almost closed. For such a 
detection, a detector having around three orders of 
magnitude of dynamic range should be used, for example, 
a CMOS camera. And both the light intensity of the OTR 
from the beam core and the fluorescence from the beam 
halo should be put in the detector range.  

Firstly, it is supposed that two orders of the beam core 
intensity is to be measured with OTR and three orders of 
the beam halo is to be measured with fluorescence as 
indicated in Fig. 13(a). Next, as shown in Fig. 13(b), the 
fluorescence should be amplified one thousand times more 
than the OTR. This amplification is achieved by adjusting 
exposure time with the gate time of the II as mentioned 
above in the sub-section on persistence time. Finally three 
orders from the peak of the fluorescence with the OTR 
should be measured by a camera with appropriate II gain. 
In order to use such a CMOS camera, note that the camera 
should be treated with sufficient radiation shielding to 
reduce the radiation dose down to about several hundred 
mGy/week. 

Figure 13:  Adjustment of light yield ratio of the 
fluorescence to the OTR (FL/OTR) for simultaneous 
measurement of the beam core and the beam halo. (a) 
Beam intensity distribution curve with the kind of light to 
be measured denoted by line-color. (b) Light intensity 
distribution curve in the case where FL/OTR equals one 
thousand. 

CONCLUSIONS 
A two-dimensional, high dynamic range profile monitor 

was developed for intense proton beams by using a 
combination measurement of the OTR from the beam core 
with the titanium foil screen and the fluorescence from the 
beam halo with the alumina screens. Projection beam 
profile with a dynamic range of around six orders of 
magnitude was measured for a proton beam whose 
intensity was about 1.5 x 1013 protons / bunch. The 
asymmetric beam shape or the rotation in the transverse 
plane, including the halo, were measured by taking 
advantage of two-dimensional beam measurement. These 
results greatly benefit the investigation of beam dynamics. 
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UNDERSTANDING BEAM LOSSES IN HIGH-INTENSITY PROTON 
ACCUMULATOR RINGS* 

Robert J. Macek# and Jeffrey S. Kolski, LANL, Los Alamos, NM 87545, USA 

Abstract 
Beam losses and the resulting radio-activation of 

accelerator components are major considerations 
governing the operations and performance of medium-
energy, high-intensity proton accumulator rings using H- 
charge exchange injection such as the Los Alamos Proton 
Storage Ring (PSR). Several beam loss mechanisms 
contribute including beam scattering (nuclear and large 
angle Coulomb scattering) in the injection foil, production 
of excited states of H0 in the H- injection stripper foil that 
subsequently field strip in the magnetic fields down 
stream of the foil, halo growth from space charge effects, 
beam instabilities and losses from the fast extraction 
process. These are now well understood based on the 
progress in the diagnosis, measurement, and modeling of 
beam losses at PSR and related rings. The roles of the 
computer codes MAD8 [1], ORBIT [2], G4Beamline [3], 
and others used in modeling beam losses are discussed, 
and the modeling results are compared with relevant 
experimental data.  

INTRODUCTION 
Minimizing uncontrolled beam losses is one of the 

most important objectives in the design, operations and 
development of high-intensity proton accumulator rings 
that use many hundreds to thousands of turns of H- 
charge exchange injection such as the Los Alamos Proton 
Storage Ring (PSR) or the accumulator ring for the 
Spallation Neutron Source (SSN) at the Oak Ridge 
National Laboratory.  Similar concerns hold for the rapid 
cycling synchrotrons at the heart of the spallation neutron 
sources at the Rutherford Appleton Laboratory in the UK 
and the Japan Proton Accelerator Complex (J-PARC). To 
limit radio-activation of accelerator components in order 
to permit hands-on maintenance, it has become a rule-of-
thumb to limit uncontrolled beam losses to the 
1 Watt/meter level.  

The Los Alamos PSR was a pioneering effort in the use 
of charge exchange injection for a full power, high 
intensity accumulator ring to drive a short pulse spallation 
neutron source [4]. Much has been learned about beam 
losses in this ring since first beam in 1985.  Until 1998, 
PSR used a two-step injection process i.e., stripping of H- 
to H0 in a high field dipole then stripping to H+ in a 
stripper foil.  By 1993 the beam losses for the two-step 
injection were reasonably well understood and had been 
reduced significantly by a number of improvements [5]. It 
should also be noted that by 1993, it was shown that the 
0.2-0.3% fractional losses on the first turn were explained 

by the production and stripping of H0(n=3, and 4) excited 
states produced in the stripper foil that subsequently 
Lorentz strip in the first dipole down stream of the 
injection foil [6].   

In 1998, the upgrade of PSR to direct (one step) H- 
injection was completed [7] and resulted in a factor of ~3 
reduction in the fractional beam losses.  PSR has since 
then operated at 100-125 A with total fractional 
uncontrolled losses of 0.2% - 0.3%.  

PSR LAYOUT 
A layout of PSR after the 1998 upgrade is shown in 

Figure 1. It is a small ring of 90.2 m circumference with 
10 sections and FODO lattice.  In normal operations, 800 
MeV beam is accumulated for ~1750 turns to provide 
100-120 A (5-6 C/pulse) at 20 Hz for the main user, 
the LANSCE spallation neutron source at the Lujan 
Center.  The “waste” beam i.e., H- that did not strip and 
H0 is transported via a large aperture beam line to a 
graphite beam dump capable of handling 10 A or 8 kW 
of beam power.  Single turn extraction is accomplished 
with two strip line kickers and a septum magnet system. It 
is worth noting that in high peak intensity beam studies, 
as much as 10 C was successfully accumulated in 3400 
turns.  

Figure 1: PSR layout since 1998. 

The injection stripper foil is a ribbon 12 mm wide by 
40 some mm long made up of two 200 microgram/cm2 
layers. Today, each layer is a hybrid composite of carbon 
and boron in a method developed by Professor Sugai at 
KEK for enhancing foil lifetime [8]. Numerous 4 micron 
carbon fibers are stretched across the frame to keep the 
foil from moving. 

The stripper foil is offset from the final H+ closed orbit, 
and the H- beam strikes the foil on a corner. A 

 ___________________________________________  
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programmed closed orbit bump in the vertical is used for 
phase space painting as shown in the diagrams of 
Figure 2. The objective is to minimize the number of foil 
hits by the stored beam and minimize the space charge 
density of the beam.  

Figure 2: Injection phase space painting at the stripper foil 
location. 

PSR BEAM LOSS MONITORING 
Total beams losses are measured by the sum of the 

average current from 19 ion chambers (IR) located on 
tunnel wall opposite each dipole and halfway in between.  
These locations for IR38 and IR39 are illustrated in 
Figure 1. This pattern is repeated for each section of ring. 
The IR sum is calibrated by injecting up to 0.4 C and 
letting it all be lost with no extraction. We check the 
uniformity (15-30%) of the system response by spilling 
locally using various closed orbit bumps. A newer method 
to calibrate and check uniformity of response is described 
at the end of this section.  

A fast response loss monitoring system (~10 ns) 
consists of 10 scintillation detectors (LM) located 
opposite each dipole and next to the IRn9’s.  The location 
for LM39 is also shown in Figure 1. Again, the pattern is 
repeated for each section of the ring. 

Typical beam losses and activation data are shown on a 
control room loss monitor display in Figure 3.  The 
activation measurements added in color to the display 
were taken from a 2008 survey ~1 day after the beam was 
turned off for a regular maintenance period. The beta-
gamma activation readings are taken 30 cm from the 
beam pipe. The graphic shows a typical beam for 
operations of ~110 A with a typical beam loss ~0.0025 
(0.28 A, 225W).  Losses were measured from the sum of 
Ion Chamber (IR) readings and a calibration constant.  

The high loss regions and high activation regions are 
located in the injection section plus the following section 
as well as the extraction region. The graphic in Figure 4 
shows that activation has a reasonable correlation with the 
loss monitor data. 

A new method of IR “calibration” and uniformity 
checks was carried out in 2012.  The previous method 
used a known low-intensity coasting beam that was not 
extracted, hence was lost entirely.  This assured that that 
the amount of lost beam was well determined. Our 
concern was that even with various local bumps the losses 

appeared mostly in just a few spots.  The new method 
used a standard bunched beam accumulation and a short 
store (100 s) plus extraction but used large bumps (35-
45 mm) in order to lose a large fraction (50% or more) of 
the beam. In this way the amount of beam lost could be 
well determined with current monitors in the ring. We 
used a low intensity beam of ≤ 0.4 A average current in 
order to limit activation of ring during the large fractional 
loss measurements.  

Figure 3: Control room display of beam losses with 
activation map added. Each IR is % of full scale. 

An ORBIT simulation with large bumps showed most 
of the beam was lost in one quadrupole at the bump 
location. Thus, losses were more localized at calculated 
bump locations and avoided the uncertainty of loss 
locations and shielding effects during the long store of the 
coasting beam method. For each large bump, a calibration 
number (equal to the sum of all 19 IR values divided by 
the current lost) was obtained. Figure 4 is a plot of the 
“calibration” value for the bumps used in each section of 
the ring in the 2012 study.   

Figure 4: Plot of IR_calibration values for the various 
bumps in the 2012 study. 
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BEAM LOSS MECHANISMS 
Several significant loss mechanisms for PSR have been 

identified and studied extensively. These include: 
1. Foil scattering, which includes: 

a. Nuclear elastic and inelastic scattering. 
b. Rutherford scattering, which we designate 

as “large angle Coulomb scattering” 
2. Excited states of H0(n) (n>2)  produced from H- in 

the stripper foil that subsequently Lorentz strip in 
the first dipole down stream of the foil. 

3. Extraction losses during the single turn extraction 
process at the end of accumulation. 

4. Betatron resonance crossing, which can be avoided 
by a suitable operating point. 

5. Beam instabilities, in particular, the two-stream e-p 
instability [9,10] which is generally avoided for 
production beams by sufficient rf buncher voltage. 

6. Space charge emittance growth, which is not very 
significant for routine production beam intensities 
less than 6 C/macropulse. 

Items 1., 2., and 3., above are important for routine 
production beams and are discussed more fully in the 
following sections. In general, each of these was studied 
both experimentally and by various modeling methods. 

Foil Scattering 
The major component of losses (60-75% of total loss) 

is from foil scattering i.e., nuclear elastic and inelastic 
scattering plus large angle Coulomb scattering (larger 
than the angles given by the limiting apertures in the ring. 
Cross-sections for these are well known, but we need to 
know the number of foil hits by the accumulated beam, 
which are typically 100-150 for the average proton, and 
which we obtain from simulations and/or from calibrated 
foil current measurements. 

We can measure the current from the foil, which is 
primarily from secondary emission from beam hitting the 
foil.  The graph in Figure 5 shows signals from 1/17/03 
production at 115 A and demonstrates that the beam loss 
signal tracks the foil current. By knowing the secondary 
emission yield (SEY) we can get the number of foil hits 
per stored proton from the foil current signal. For an SEY 
of 1.06% for carbon foils (measured 6/13/02), the foil 
signal implies 70 foil hits per average proton in the beam.  
We measure SEY at low intensity by running the foil for 
nearly on axis injection so that all protons hit the foil 
every turn.  This has not been done for about a decade so 
the simulation probably gives a more reliable foil hit 
number for contemporary foils. 

 

Figure 5: Signals from 1/17/03 production, foil current 
(green), LM sum (red), circulating beam current (blue). 

For a simple estimate of losses from nuclear 
interactions including elastic and quasi-elastic scattering, 
we use published data (from PDG handbook) on nuclear 
collision lengths for carbon i.e., λT = 59.2 g cm-2, thus the 
fractional loss from 150 foil traversals is 0.00102. 

For large angle Coulomb scattering we use a simple 
model of an on-axis, pencil beam hitting the foil with 
limiting acceptance angles, xl or yl , obtained from 
limiting apertures, XA and YA given by: 


xl
2 

X
A
2


fx


xA

and 
yl
2 

Y
A
2


fy


yA  
For typical PSR production beam parameters, xl = 7 mr, 
yl = 3.3 mr. Next, we integrate the Rutherford scattering 
differential cross-section in the small angle approximation 
(form Jackson, “Electrodynamics, equation 13.92 [11]) 
over the region outside the ring acceptance from |θx| = xl 
to ∞ and |θy| = yl and obtain the cross-section σlost for 
lost protons: 
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The probability (per foil traversal) of a single large angle 
scattering that leads to particle loss is P=Nσlostt where N 
is the number of atoms per unit volume and t the foil 
thickness. Using PSR parameters and a 400 g/cm2 
carbon, P = 6.1x10-6 per foil traversal, or for a typical150 
foil hits/proton, the fractional loss from large angle 
Coulomb scattering is 0.00091.  

Thus, the fractional loss from foil scattering = sum 
losses from large angle Coulomb loss + the loss from 
nuclear scattering = 0.0019 (for 150 foil traversals per 
proton) as estimated by the simple model models above. 
This compares favourably with typical measured total 
fractional loss of ~0.0025. 

Excited States of H0(n) (n>2) 
A small faction (~5x10-4) of the H- atoms hitting the 

stripper foil emerge as excited states of H0 [6,12], which 
can subsequently be field stripped part way into the first 
dipole downstream of the foil and fall outside of the 
acceptance of the ring and are lost. A horizontal phase 
space diagram to illustrate this is shown in Figure 6 for a 
particular n=4 Stark state (n1=3, n2=0, m=0 for the 
remaining parabolic quantum numbers).  

TUO3LR01 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

194C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Rings



Figure 6: Horizontal phase space diagram depicting beam 
loss from an excited Stark state H0(4:3 0 0). 

The various phase ellipses are projected to the entrance 
of first dipole (SRBM11) downstream of the stripper foil.  
The H+ from the H0(4: 3 0 0) state is bent by ~11 mr less 
than protons from the foil and thus falls outside of the 
acceptance of the ring and is lost. 

To obtain the angle deficit, theta, for this stripped Stark 
state, we use formulas from Damburg and Kolosov [13] 
for the line width of Stark states and obtain the stripping 
probability as a function of magnetic field.  From these 
and the magnetic field as a function of distance into the 
magnet we can obtain the probability distribution for theta 
(units of mr).  From similar calculations for other Stark 
states, we find that n=1 and 2 states are not stripped in the 
first dipole while all of n=3, n=4 and n=5 Stark states are 
stripped and most are lost. Higher Stark states strip easily 
and contribute to beam halo in the ring acceptance. 

Total losses during accumulation can also be monitored 
by a fast response system (~10 ns) of 10 scintillation 
detectors (LM) opposite each ring dipole. The fast 
response of the LMsum signal is useful for measuring 
losses from excited states, which would cease at the end 
of accumulation and show a step drop in the signal if the 
beam is stored for a 100 s or so. When these were first 
observed in the early days of PSR, the step drop was 
designated “1st turn losses”.  An example of such signals 
from an experiment 6/11/2002 is shown in Figure 7, 
where a typical 4-layer carbon foils (~400 g/cm2) of that 
era was used. Total fractional losses during accumulation 
were ~ 0.0047, and the data indicates “excited state 
losses” of 44% of the total losses.  Data for an HBC 
2-layer foil in 2010 showed 18% of the total loss was 
from excited states.   

Figure 7: Measurement of 1st turn loss 6/11/2002. Top 
curves LMsum signal, center integral of LMsum, bottom 
CM42 current monitor. 

Extraction Losses 
These are measured by special fast detectors located on 

wall opposite dipoles in sections 8, 9, 0, 1 and 2 designed 
to avoid saturation on fast loss. Two types of detectors are 
used designated as SRLV’s and SRVE’s. SRLV’s are 
standard scintillation-based loss monitors with the last 4 
photo multiplier dynodes shorted to reduce gain, while the 
SRVE’s are plastic scintillator detectors using vacuum 
photodiodes which won’t saturate on extraction losses.  
Figure 8 shows a sample ΣSRVE signal (integrated) from 
a logbook showing a jump at extraction, which is 
proportional to the extraction loss. This system was 
calibrated by spilling (extraction septum magnets off) 
single beam pulse with known charge in the 1-turn 
extraction. The calibration constant has a factor of 2 or so 
uncertainty. With this system we measure a typical 
extraction loss of ~1 nC (~5-10% of total loss), which is 
roughly consistent with activation at the extraction 
septum region. 

 

Figure 8: Example of extraction loss observed using an 
integrated ΣSRVE signal. 

Space Charge Effect on Losses 
The effect of space on beam losses was systematically 

measured on two occasions in 2001. Beam was 
accumulated for 1225 s using the standard production 
injection offset and then the intensity was varied with 
jaws at the front of linac.  All other accelerator parameters 
were held constant.  The bunch width (aka pattern width 
PW) at injection was 280 ns (out of 358 ns revolution 
period) on 9/18/01 while on 10/17/01 it was 260 ns.  The 
total fractional losses are plotted in Figure 9 as a function 
of accumulated charge per macropulse, Q. From this data 
we see that space charge does not significantly influence 
losses below 6 C/pulse. 
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Figure 9: Fractional beam losses as a function of Q, the 
charge per macropulse. 

MODELING LOSSES AT PSR 
The ORBIT beam tracking code [2] with MAD8 

matrices for the lattice model is used extensively at PSR 
to model beam dynamics effects including losses. It 
includes nuclear and Coulomb scattering in the foil, space 
charge effects, painting with programed bump magnets 
but production and stripping of H0(n) excited states are 
not included.  We use numerous planar “black” apertures 
in various ring elements to obtain losses of proton beam.  
An example is shown in Figure 10 of the loss distribution 
from ORBIT modeling of the accumulation of a 
5C/macropulse production beam using the measured 
injection offset (2/3/14) and a measured injected beam 
phase space distribution (from 2010 experiment). 

 We use G4beamline code [3] to simulate the energy 
deposited in IR loss monitors with the local phase space 
distribution of proton loss from ORBIT as input. For an 
informative example we discuss the modeling of the 
energy deposited in IR’s for the large (43 mm) horizontal 
bump in PSR Section 4.   

Figure 10: Lost particles as a function of distance Z from 
ORBIT modeling of production beam. 

ORBIT modeling of the bump showed that 98 % of the 
loss was in one quad (SRQF41).  The phase space 
distribution at the loss plane was extrapolated back to a 
point 0.5 m in front of the quad and used as input to 
G4Beamline of this region. This is depicted in the 

G4Beamline visualization of the area with secondary’s 
from 10 lost protons in Figure 11. 

Figure 11: G4Beamline visualization plot of secondary 
particles from a spill in QF41 (positives: blue, neutrals: 
green, negatives: red). 
 

Figure 12: Energy deposited in IR’s in region of SRQF41. 

The energy deposited (MeV/g/lost_proton) in IR’s from 
the G4Beamline simulation is plotted in Figure 12 and 
compared with the measured IR’s signals converted to 
energy deposited (MeV/g/lost_proton) using the known 
calibration (5600 nCGy-1) [14] of the ion chambers at 
PSR. For the summed energy of 6 IR’s (IR49 through 
IR78), the simulation gave 5.78x10-6 MeV/g/lost_proton, 
which compares favorably to 8.98x10-6 
MeV/g/lost_proton obtained from the measured IR 
signals, given the significant approximations in the 
material layout for the simulation. 

CONCLUSIONS 
Beam losses at high intensity proton accumulator rings 

such as PSR and SNS, in particular, PSR have been 
studied extensively for years and are now well 
understood. The observed fractional beam loss at PSR is 
typically 0.0025 ± 0.0005 for production beams after 
empirical optimization by operators.   The breakdown by 
main components for PSR is: a) large angle Coulomb 
scattering = 0.0009, b) nuclear interactions plus elastic 
and inelastic scattering = 0.0010, c) H0(n) excited states = 
0.0004, d) extraction loss ≤ 0.0002. It is worth noting that 
SNS has an order of magnitude lower loss but for a factor 
of 12 higher beam power. 

The combination of ORBIT and G4Beamline codes are 
valuable tools for modeling both losses and the loss 
monitoring system (IRs) response. In addition to the 
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energy deposited in IR’s, G4Beamline gives distribution 
of secondary particles striking down stream chamber 
walls, which is needed for modeling electron generation 
for the e-p instability. At PSR, beam loss from the e-p 
instability is just under control for production beams but 
is easily invoked especially during additional store time. 
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BOOSTER UPGRADE FOR 700kW NOVA OPERATIONS * 

K. Seiya#, FNAL, Batavia, IL 60510, USA

Abstract 
The Fermilab Proton Source is in the process of an 

upgrade referred to as the Proton Improvement Plan (PIP) 
[1]. One PIP goal is to have Booster capable of delivering 
~2.3E17 protons/hour, 130% higher than the present 
typical flux of ~1E17 protons/hour. The increase will be 
achieved mainly by increasing the Booster beam cycle 
rate from 9 Hz to 15 Hz. Beam loss due to the increased 
flux will need to be controlled, so as not to create larger 
integrated doses. The status of present operations and 
progress of beam studies will be discussed in this paper. 

700KW OPERATION WITH RECYCLER 
AND MAIN INJECTOR 

Fermilab is going to provide 700kW proton beam to the 
NOvA experiment [2]. Prior to the 2012 shutdown, Main 
Injector (MI) had been delivering 360 kW routinely and 
up to 400 kW of beam power to the NuMI target.  Booster 
had injected 11 batches of 4E13 protons per pulse [ppp] to 
the MI.  After the injection, the MI accelerated the beam 
from 8 GeV to 120 GeV every 2.2 sec.   

For NOvA operation, 12 batches are injected into the 
Recycler Ring (RR) which is located on top of the MI in 
the same tunnel. The RR is an 8GeV fixed energy 
synchrotron using permanent magnets.  Two 53MHz 
cavities were installed in the RR during 2012 shutdown 
for slip stacking. The harmonic number of the RR is 588 
which is the same as MI.  The MI power supply was 
upgraded and shortened the ramp from 1.6 to 1.33 sec as 
shown in Figure 1. 

In the RR, 6 Booster batches are injected and then 
another 6 batches are injected and slip stacked.  After the 
slip stacking, the beam density is doubled. This process 
takes 12 Booster cycles which is 0.8 sec. 

In order to achieve 700 kW of beam power, the MI 
cycle has been shortened from 2.2 sec to 1.33 sec. This 

was accomplished by using the RR to manage the 
injection and stacking of beam from the Booster while the 
MI is ramping. 

 

Figure 1: Left pictures; The MI ramp for 400 kW (upper) 
and 700 kW (lower) operations.  Right picture; Intensity 
in the RR (red), MI (yellow) and Booster (green). 

REQUIREMENTS FOR THE BOOSTER 
AND BEAM LOSS LIMIT 

Booster is a 15 Hz resonant circuit synchrotron and 
accelerates proton beams from 400 MeV to 8 GeV. The 
required intensity in the Booster for NOvA is 4.3E12 ppp, 
the same as it was for 400 kW operation. However, the 
cycle rate will be increased from 9 Hz to 15 Hz to 
accommodate both NOvA and other users.  The RF 
system and utilities are being upgraded to 15 Hz 
operations and are nearing completion.  The plan is to 
start 15 Hz operations in FY15. 

The beam loss limit has been set to 525W to allow 
workers to maintain all elements in the Booster tunnel 
without excessive radiation exposure.  Figure 2 shows the 
historical beam loss in the Booster versus protons per 
hour.  The total loss depends on the beam intensity. Given 
the required intensity of 2.3E17 protons per hour, the loss 
has to be reduced to half by 2016.  

The present operational beam intensity at injection is 
about 5E12 ppp and extraction is 4.5E12 ppp.  The total 
energy loss is 0.075 kJ in one Booster cycle and hence 
1150 W when the cycle rate is 15Hz.  The loss has to be 
reduced to half by 2016. Figure 3 shows the intensity and 
loss during normal operations. The points where 
significant beam loss occurs are when the RF feedback is 
turned on, when the extraction kicker gap is created and 
when beam acceleration passes through transition.  There 
are slow losses from injection to 5 ms into the ramp and 
after transition. Beam studies and upgrades that will be 
done to reduce the beam losses will be discussed in this 
paper.  

 

Figure 2: Beam power loss for 3 year operations (blue: 
2005, red: 2011 and green: 2014) 

 

 ___________________________________________  
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Figure 3: Beam intensity (green), energy loss (red) and 
extraction loss (yellow) signals. 

BEAM STUDIES AT THE BOOSTER 
Booster has 24 periods.  Each period consists of a 0.6 m 

straight section (short straight section), a focusing 
combined function main dipole magnet (F magnet), a 
defocusing main dipole magnet (D magnet), a 6 m 
straight section (long straight), and another D magnet and 
F magnet.  48 correctors were installed in the long and 
short straight sections in 2006.  Each corrector (Figure 4) 
has horizontal and vertical dipoles, a quadrupole, a skew 
quadrupole, a sextupole, a skew sextupole and horizontal 
and vertical beam position monitors. Figure 5 shows the 
beta function and dispersion for one Booster period. The 
typical horizontal emittance is 14 mm-mrad and 16 
mm-mrad vertical emittance. The RF parameters are 
listed in Table 1. 

Table 1: RF Parameters 

Energy 400 MeV – 8GeV 

RF frequency 37.9 – 52.8MHz 

Harmonic number 84 

Maximum voltage 1MV with 19 cavities 

 

 

Figure 4: The corrector package is 0.6 m long. 

 
 

 

Figure 5: Booster lattice for one period. 

Aperture Scan and Magnet Moves 
Horizontal and vertical beam sizes are largest at the 

short and long straight sections respectively.  The short 
straight section has one corrector and all other 
components are in the long straight section.  Booster has 
19 RF cavities in the long straight sections from period 14 
to 24. The diameter of the beam pipe in the RF cavities is 
the smallest of all the components in the long straight 
sections.  Therefore, we find the smallest beam aperture 
located at periods 14 to 24 in the vertical plane.   

Magnet moves were performed based on survey data 
and beam aperture scan results [3].  By moving more than 
two magnets at one time, the beam orbit was kept at the 
same position to within +/- 1 mm. Magnets were moved 
at 4 locations where RF cavities were installed.  Figure 6 
shows the aperture at period 16 before and after the 
magnets were moved. Aperture scans were done using 
combinations of 5 and 3 bumps. The colors represent the 
ratio between beam intensity sampled at injection and 
after the bumps were made. 

Figure 7 shows the aperture before and after re-
alignments around the ring. The apertures were larger 
after the realignments were done.  The aperture is 
currently smallest at periods 6 and 7 where collimators 
are located.  The next step is to optimize the collimator 
settings. 

 

Figure 6: The aperture at injection and long 16 where RF 
cavities are installed. 
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Figure 7: Vertical apertures at the long (left) and short 
(right) straight sections before (magenta) and after (blue) 
re-alignments around the ring. 

Beam Capture at Injection  
Booster is a resonant circuit synchrotron and the B field 

at injection is not flat.  200 MHz bunches are injected 
from Linac with multi turn injection which takes 40 sec. 
The current mode of Booster operation has injection 
occurring at the minimum of the B field. The 200MHz 
bunches are debunched without RF voltage for 60 sec 
and then adiabatically captured with 37.9 MHz RF 
voltage. The magnetic field ramp and frequency change 
happens during adiabatic capture without RF feedback. 
There is a beam loss at injection especially with the RF 
feedback turned on.  

A new injection scheme has been proposed to move the 
injection timing earlier and remove the debunching [4]. 
The injected beam stays near 400 MeV until capture is 
done. Figure 8 shows the injection timing difference 
between the present scheme and the proposed scheme.  
Both schemes were simulated and the longitudinal phase 
space was compared at 400 sec after the B field was at 
its minimum.  Simulation results in Figure 9 show that 
4% of the particles were already outside of the bucket 
with the present scheme.  There were no particles outside 
of the RF bucket with the new scheme and the bunch area 
at the end of the capture was found to be ~40% smaller 
than that observed with the present scheme. 
Consequently, the required RF power could be reduced by 
~30%. 

 

Figure 8: Injection timing for the new scheme and present 
operation. 

 

Figure 9: Simulation results for the RF capture at 400 
sec respected to the minimum B field.  Present scheme 
(left) and proposed scheme (right). 

Cogging 
An extraction kicker gap must be created during the 

cycle because the beam completely fills the Booster after 
the multi-turn injection and adiabatic capture at the 
injection energy. The gap has to be synchronized to the 
Booster extraction kicker and RR injection kicker. The 
variation in the Booster main dipole fields causes errors in 
the gap position at extraction.  Cogging eliminates this 
error by controlling the bucket positions throughout the 
cycle [5]. 

The gap position is controlled by changing the 
revolution frequency. The present cogging system 
changes the revolution frequency by moving radial 
position of the beam. Since the transverse emittance is 
large at low energy and any radial position change can 
cause beam loss. In order to reduce losses, the gap is 
created at 700 MeV and this is where radial position 
changes occur.  

The new Magnetic Cogging changes the revolution 
frequency by changing the bend field using 48 dipole 
correctors. The Booster radial position feedback is 
regulated to a fixed radial position of the beam. Figure 10 
shows how the magnetic cogging feedback system works: 
the revolution frequency is measured by counting Booster 
RF cycles within a Recycler revolution period. The counts 
from each period are compared with the one from the 
initial reference cycle and the error is integrated through 
the cycle.  The error is the correction signal for the dipole 
corrector. Figure 11 shows that magnetic cogging does 
work by comparing the integrated errors with and without 
magnetic cogging.   

The extraction kicker gap creation can happen at any 
time after injection with the new magnetic cogging 
system instead of only at 700 MeV with the present 
cogging system, therefore it will reduce beam energy loss.  
Since the Linac laser notcher is going to be available in 
2016, the gap will not be created in the Booster. 
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Figure 10: Block diagram of cogging feedback. 

 

 

Figure 11: Integrated bucket error signal with (right) and 
without (left) cogging. 

Optics Control 
The beta functions were modulated from Injection to 

extraction in the Booster and it could cause emittance 
mismatch and thus beam loss.  Figure 12 shows the 
comparison of the beta functions between the lattice with 
the injection bump turned on and the lattice after 
correcting the beta errors arising from this bump. These 
beta function errors caused by the injection bump were 
corrected with a set of quadrupoles around this bump [6]. 

LOCO (Linear Optics from Closed Orbit) calculates the 
quad and skew quad currents that corrects the measured 
lattice to make it closer to the ideal lattice. This method 
uses a set of kicks made at each dipole corrector and the 
response of the beam at every BPM was measured. The 
kick angle was changed by changing the corrector current 
so that the ratio between the position changes: dx and 
kick angle change: d could be measured at each location.  
Then dx/d was compared with the one from the ideal 
lattice calculated with MADX.  From the difference 
between the measurements and the ideal lattice, the 
correction for the quad and skew quad was calculated 
using LOCO.  

The beam response at every BPM to every dipole kick 
was measured at 7 break points from injection to 
extraction. Figure 13 shows the Booster lattice at injection 
before and after the correction in horizontal and vertical 
planes.  It is clear that the beta errors were reduced 
around the ring. Studies are continuing to incorporate 
these corrections into the operational lattice. 

 

Figure 12: The calculated lattice with the injection bump 
turned on (left) and the corrected lattice (right).  

 

 

Figure 13: The measured Booster lattice at injection 
before (red) and after (blue) the correction in the 
horizontal (left) and vertical (right) planes. 

Tune Measurements and Control 
Tunes can now be measured from injection through 

extraction by transversely exciting the beam every 500 
turns with a pinger (Figure 14). The tunes in the entire 
ramp can be set to any point in the tune plane using the 
new corrector quadrupoles. By setting these tunes in a 
controlled fashion, the beam can be moved away from 
resonances and thus reduce beam loss.  

The coupling was also measured and it has been 
corrected with the new skew quadrupoles [7].   

For tune measurements, the present tune monitor 
excites large transverse oscillations that causes beam loss 
for high intensity beam. In order to fix this problem, a 
new damper/pinger is currently being commissioned. This 
new tune meter uses the horizontal bunch by the bunch 
damper to excite just one bunch out of 84 bunches by 
using random noise or by anti-damping (Figure 15) [8]. 

 

Figure 14: Horizontal and vertical tune measured by 
present tune monitor what uses BPMs and pinger. 
Horizontal tune is in red and vertical is green. 

Proceedings of HB2014, East-Lansing, MI, USA TUO3LR02

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

201 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



 

Figure 15: Horizontal (upper) and vertical (lower) tune 
measured by new tune monitor using damper.  

 

Transition and Extraction Loss 
After the RF upgrades are complete, the RF voltage at 

transition is going to be increased by adding additional 
cavities.  This will help reduce the losses and increase 
reliability. The extraction gap kicker and absorber 
upgrade has localised losses to the absorber and has 
reduced losses at extraction. These two upgrades are 
discussed in another paper in this workshop [9].    

LOW LEVEL RF AND 
INSTRUMENTATION UPGRADE 

Booster has been operating since 1971 and many low 
level modules were developed in the 1980’s and have 
component obsolescence issues. Upgrades to the 
electronics are being carefully integrated into the Booster 
controls. 

LLRF 
New electronics modules have been commissioned that 

manage the phase locking of the Booster RF to the RR 
just before Booster extraction.  The new systems provide 
slightly better performance and additional access and 
opportunities for further improvement. 

A new four channel direct digital synthesis module is 
under development that will replace the LLRF frequency 
source and the analogue phase shift modules used for 
radial position control and paraphrasing of the rf cavities 
for beam capture. This module will provide more 
precision and flexibility to the LLRF controls. 

Dampers and Instrumentations 
Booster has 8 mode dampers which damp coupled 

bunch modes above transition. The frontend for these 
analogue dampers contain obsolete components and have 
limited flexibility.  A new digital damper card has just 
been completed and is undergoing initial beam tests.  
These new digital dampers will provide better signal to 
noise and gain and will be more reliable for operations.  

The BPM system is going to be replaced with real time 
LINUX VXS and VME based systems.  The new BPM 
system will be able to measure the beam at injection, 
which has 200 MHz structure, and bunched beam 
throughout the acceleration cycle that has 37.7 to 52.8 
MHz RF structures.   

Total Loss Monitor   
Fermilab uses interlocked ion chamber radiation 

detectors called chipmunks as an input to the radiation 
safety system.  The chipmunk locations and trip settings 
are determined by the Shielding Assessment 
Process.   Chipmunks are located outside of radiation 
shields and trip off the radiation safety system in the 
event the prescribed effective radiation dose rate limits 
are exceeded. 

TLM (Total Loss Monitor) is being developed at 
Fermilab as an alternative input to the radiation safety 
system [10]. TLM is a long ion chamber (air-filled 
dielectric coaxial cable) filled with ArCO2 detector 
gas.  The detector is mounted in the tunnel while the 
associated electrometer is located outside the tunnel in a 
service building.  A single detector can cover large 
sections of tunnel that is hundreds of feet in 
length.    Beam studies to characterize the TLM response 
under a wide variety of beam loss conditions are ongoing.  

SUMMARY 
The Booster cycle rate of 15 Hz and averaging 4.3E12 

protons per pulse will be completed by 2016.   The beam 
loss has to be reduced by half compared to the present 
situation. The ongoing PIP beam studies along with 
hardware and software upgrades are critical. A successful 
completion of the PIP effort is a laboratory priority and 
essential for reaching the HEP proton delivery goals. 
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HIGH INTENSITY LOSS MECHANISMS ON THE 
ISIS RAPID CYCLING SYNCHROTRON 

C.M. Warsop, D.J. Adams, B. Jones, S.J. Payne, B.G. Pine, H.V. Smith, R.E. Williamson, RAL,UK.     
V. Kornilov, GSI, Darmstadt, Germany.

Abstract 
ISIS is the spallation neutron source at the Rutherford 

Appleton laboratory in the UK. Operation centres on a 
loss limited, 800 MeV, 50 Hz proton synchrotron which 
delivers 0.2 MW to two targets. Understanding loss 
mechanisms on the ISIS ring is important for optimal 
operation, machine developments and upgrades, as well 
as improving designs for future machines. The high space 
charge levels, combined with the low loss achieved for 
high power operation, makes the ring an ideal tool for 
studying the physics of beam loss, particularly in a fast 
ramping context. The ability to reconfigure the beam in 
storage ring mode, and ongoing developments of 
diagnostics and beam measurements, are allowing 
detailed studies of image effects, resonances, beam 
stability and activation. We summarise recent work and 
progress on these topics, comparing with theory and 
simulation where appropriate. 

INTRODUCTION 
The ISIS facility provides neutron and muon beams for 

condensed matter research. High power beams are 
supplied by a loss limited, 800 MeV, 50 Hz proton 
synchrotron. Understanding and minimising beam loss in 
the ring are key factors in ensuring improved machine 
performance, optimising future machine developments, 
and providing the best proposals for future upgrades. 

Ongoing developments and proposed upgrades to the 
two ISIS neutron targets, with the accompanying 
requirements for low loss, reliable and consistent 
operations at higher powers, demand improved 
understanding and control of loss. Proposed upgrades to 
the existing ring, including the 0.5 MW design using a 
higher energy 180 MeV injector [1], require 
comprehensive beam models for their design. Similarly, 
upgrades and the next generation short pulse neutron 
sources in the 2 MW regime (and beyond) all require well 
benchmarked codes and theory to ensure optimal, 
realistic, low loss designs. A detailed, experimentally 
verified study of high intensity beam loss mechanisms is 
therefore essential to underpin these plans. 

The ISIS ring is a valuable tool for studying high 
intensity beams. The challenging operating regime of low 
loss with high space charge; the fast acceleration ramp – 
combined with a number of key beam dynamics issues 
discussed below, provides important opportunities for 
new research. The ability to run the beam in experimental 
storage ring mode also opens up further areas for study. 

First we review losses observed on ISIS operationally, 
then summarise relevant R&D topics. 

HIGH INTENSITY BEAM LOSS ON ISIS 

The ISIS RCS 
The ISIS synchrotron accelerates 3×1013 protons per 

pulse (ppp) from 70-800 MeV on the 10 ms ramp of the 
sinusoidal main magnet field. At the repetition rate of 
50 Hz this provides an average beam power of 0.2 MW. 
Charge exchange injection takes place over 130 turns, 
with painting in both transverse planes as the high 
intensity beam is accumulated and contained in the 
collimated acceptances of ~350 π mm mr. The ring has a 
circumference of 163 m. Nominal betatron tunes are 
(Qx, Qy)=(4.31, 3.83), but these are varied using 2 families 
of 10 trim quadrupoles. The dual harmonic RF system 
captures and accelerates the initially unbunched beam, 
and allows enhanced bunching factors. The machine is 
harmonic number two, RF systems run at h=2 and h=4 
with peak volts of 168 and 96 kV/turn respectively. Peak 
incoherent tune shifts of ΔQ≥0.5 are reached at about 
80 MeV during bunching. Single turn extraction at 
800 MeV uses a fast vertical kicker. Main loss 
mechanisms are associated with non-adiabatic trapping, 
transverse space charge and transverse instability. 

 
Figure 1: ISIS intensity and beam loss through the 
machine cycle (2.8×1013 ppp injected). 

Summary of Losses 
The average beam power delivered by the ring is 

typically 160-200 kW. To allow hands on maintenance, 
activation has to be limited; this determines tolerable loss 
levels and running intensity. Figure 1 shows the 
circulating current and beam loss signal through the 
10.5 ms machine cycle. Overall losses are <5% and 
concentrated at lower energy, where activation is 
considerably reduced. During the injection and 
accumulation process (-0.5−0.0 ms) losses are about 2%. 
During the trapping process (0.0−2.5 ms) losses are <3%, 
and for the rest of acceleration (2.5−10.0 ms) losses 
reduce to 0.5% levels, finally reaching ~0.01% at 
extraction. 

Most loss (> ~98%) and activation is localised in 3 of 
the 10 super-periods, which include the injection, 
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collimation and extraction systems. This control is 
achieved with a detailed, time dependent, empirical 
optimisation of machine parameters. Loss distributions 
are monitored using the 39, 3 m long, ionisation chambers 
distributed around the machine circumference. Beam 
transformers and loss monitors are linked to a fast 
machine protection system that trips the beam off if losses 
exceed defined limits.  Activation levels around most of 
the ring are ~10-100 μSv/hour at 1 m. 

Figure 2: Schematic of the ISIS injection straight. 

Injection 
The H− charge exchange injection process accumulates 

3×1013 ppp over 130 turns.  An Al2O3 foil, of area 
120×40 mm and thickness 0.5 μm, strips the beam with 
estimated efficiency of ~98% (see next section): most 
stripping products are collected on a dedicated dump 
(Figure 2). The beam centroid is painted in both 
transverse planes. Horizontally, the injection point on the 
foil is constant, and dispersive closed orbit motion due to 
the falling main magnet field varies the betatron 
amplitude. Vertically, a steering magnet in the injection 
line sweeps the vertical position at the foil (thus requiring 
a larger foil). The average number of foil re-circulations 
per proton is estimated at 30. Upgrade designs [1] reduce 
re-circulations substantially to ~5, by using angular 
vertical painting and reducing vertical foil size. 

 
Figure 3: Simulated and measured vertical profiles after 
injection, left 2.5×1012 ppp, right 2.5×1013 ppp (red, 
measurement; blue, ORBIT result). 

Space charge has a strong effect on the evolution of the 
transverse beam distributions, losses during injection and 
later in the cycle. Experience shows that, generally, larger 
amplitude, hollow painted beams give the best results. 
Comparisons of measured beam distributions with those 
from ORBIT [2] simulations have shown good agreement 
[3]. Results are shown in Figure 3, where the vertical 
beam profile after injection is shown at low and high 

intensity. The effect of space charge is to “fill in” the 
hollow painted distributions. These studies also showed 
that the machine is insensitive to correlated or anti-
correlated painting between the two transverse planes. 
There is still much to be understood about the 
mechanisms redistributing the particles through injection, 
and this will be studied in more detail as simulation 
models develop. 

 

Figure 4: ORBIT simulation of the ISIS trapping process, 
showing (dE, φ) space at -0.2, 0.0, 0.2, 0.5 ms. 

Longitudinal Trapping Process 
The non-adiabatic, longitudinal trapping of the initially 

un-bunched injected beam is central to machine 
optimisation. In addition to the longitudinal capture, it has 
major effects transversely on space charge and stability 
via the bunching factor. Installation and optimisation of 
the dual harmonic RF system [4, 5] has reduced losses 
from ~10% to 3% levels. This allows much enhanced 
bunching factors, a larger longitudinal acceptance, and the 
ability to control bucket dynamics to optimise capture. An 
ORBIT simulation of typical operation with an injected 
intensity of 2.8×1013 ppp is shown in Figure 4: orange 
lines show experimental data [6]. 

The high beam currents cause significant beam loading 
in the RF cavities, and a feed forward beam compensation 
system corrects for this in the h=2 systems. It is expected 
similar systems for the h=4 systems will provide benefits 
in the future. Major developments of high power RF 
systems and digital control systems [5] are also expected 
to allow much finer optimisation in the future, when a 
more efficient beam dynamics solution may be possible. 

Studies with an in-house 1D code have looked at the 
space charge and longitudinal stability on ISIS [7]. These 
show that the beam significantly exceeds the Keil-
Schnell-Boussard (KSB) stability criterion through 
injection and acceleration, by factors of ~6. However, the 
machine runs successfully and with low loss. This is 
probably explained by stabilisation due to redistributions 
of the beam that are small compared with other effects, 
and simplifications implicit in the KSB criterion. This is 
an important topic as KSB is often used to guide machine 
designs, and is the subject of planned research on ISIS. 

Transverse Space Charge 
Transverse space charge peaks during the trapping 

process, as the beam bunches at low energy (~80 MeV). 
Peak incoherent tune shifts are ΔQ~-0.5, with some 
ORBIT simulations suggesting larger shifts, see Figure 5. 
Transverse beam sizes peak at this time, filling the 
available apertures (~350 π mm mr). A key feature of the 
ISIS lattice is the inclusion of trim quadrupoles that allow 
rapid variation of tune through the cycle, and this 
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capability has been essential for successful operation. 
Examples of operational Q values (corresponding to high 
intensity coherent tunes) are shown in Figure 6. Early in 
the cycle tunes are generally high to avoid integer and 
half integer lines, but a ramp down will be noted in Qy 
near 2 ms. This is required to avoid the vertical resistive-
wall head-tail instability. Therefore beam is pushed over 
the half integer line and loss optimisation is a compromise 
between these two effects. The mechanisms causing loss 
associated with the half integer are the subject of 
research. In the rapid cycling, 3D context the process is 
complicated – no coherent quadrupole motion has been 
observed on the machine, but some initial ORBIT 
simulation results suggest it may be present. Further 
studies will exploit new diagnostics and simulations. 

 

Figure 5: Incoherent tune spread from ORBIT simulations 
at 1 ms, intensity 2.5×1013 ppp. 

 

Figure 6: Programmed (Qx, Qy) through the ISIS cycle. 

Most ISIS modelling studies have so far assumed a 
linear lattice, with the dominant non-linear behaviour 
arising from space charge. More recently, new 
measurements of loss whilst scanning (Qx, Qy) with low 
intensity beams [8], have revealed significant non-linear 
terms, Figure 7. Work is now under way to include these 
terms in machine simulations, and also investigate their 
origin with improved models and measurements of the 
machine lattice magnets. 

The ISIS ring uses conformal, rectangular vacuum 
vessels that are profiled to the design beam envelopes. 
Whilst this has some benefits in reducing beam 
impedances and aiding efficient collimation, one key 
consequence is the generation of image driving terms and 
possibly enhanced losses: this is discussed in the next 
section. 

 
Figure 7: Measured ISIS tune map (low intensity). 

Recent detailed studies of the ISIS working point for 
upgrade studies [1] have highlighted another consequence 
of these conformal vacuum vessels. As the machine tune 
is ramped (Figure 6) beam optics and envelopes change, 
and are no longer matched to the vessels, thus reducing 
the effective acceptance. ORBIT simulations show that 
whilst emittance growth reduces as Q values are moved 
up and away from half integer resonance lines, there can 
also be an increase in loss that correlates with the 
mismatched envelope. On the real machine there is a 
detailed empirical, time dependent optimisation of many 
parameters, including Q’s, envelope harmonics and orbits, 
which takes these factors into account. Improvements to 
beam measurement and control are expected to shed more 
light on these effects, and potentially maximise use of 
aperture. 

Head Tail Instability 
A head-tail instability appears vertically, at about 2 ms 

into the ISIS cycle. Observations suggest it is driven by 
the resistive wall impedance: as Qy approaches 4 growth 
rates increase rapidly. Before installation of the dual 
harmonic RF system, the instability was avoided by 
simply reducing Qy. However, increasing intensities and 
longer, symmetric bunches have made the beam less 
stable, with the associated losses now limiting operational 
intensity. Experiments show an otherwise low loss, 
operational beam can be destabilised with a small change 
in bunch symmetry via a change in the phase between 
h=2 and h=4 RF harmonics. This is the subject of current 
research [9, 10]. A damper system is in development, 
with prototypes presently under trial. 

Acceleration and Extraction 
After about 4 ms, as energy ramps, transverse space 

charge reduces and beam emittances damp leaving 
“spare” acceptance and reducing losses. However, the 
limited acceptance of the extraction system 
(280 π mm mr) requires tight control of halo. The higher 
activation associated with the 800 MeV beam at 
extraction dictates loss levels of ~0.01%. A vertical 
closed orbit bump is used to aid fast extraction in the last 
1 ms of the cycle. This moves the beam into lower quality 
regions of the lattice magnets and increases the effects of 
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non-linearities. However, the careful control of lattice 
tunes (Figure 6), allows these to be avoided. 

Recent upgrades to quadrupole switched-mode power 
supplies have improved beam control, but also introduced 
some interesting effects. Inadequate filtering has meant 
that switching frequencies have perturbed the beam as 
they sweep the horizontal betatron sidebands – these 
account for the peak in loss at 5.5 ms in Figure 1. This 
will be rectified with suitable modifications, but the 
potential for using the hardware as a tuneable, diagnostic 
dipole and quadrupole kicker is being explored. 

HIGH INTENSITY R&D ON ISIS 
In this section research and development work to 

understand and reduce beam loss is summarised. 

Head-Tail Instability 
This is a key topic for improving ISIS operations and 

also of significant interest for understanding more about 
the effect of space charge on beam stability [9, 10]. 

 
Figure 8: ISIS head-tail motion (single harmonic RF). 

Some recent experiments and simulations [9, 10] of 
head-tail motion have concentrated on the simpler case, 
with just single harmonic RF operation and low 
intensities. Measured results have been compared with 
Sacherer theory and HEADTAIL [11] simulations. The 
mode structure observed experimentally, m=1, (Figure 8) 
does not agree with theoretical and simulation 
predictions, m=2. Growth rates suggested by theory are 
also much slower than those from measurements and 
simulations. Key next steps are investigating the driving 
impedance in more detail, developing more accurate 
simulations, and exploring limitations in the Sacherer 
theory, e.g. [12]. 

Image Force Studies and Space Charge 
The conformal, rectangular ISIS vacuum vessels give 

rise to image fields that can form additional driving terms 
leading to loss at high intensity. In particular, it is thought 
that offset beams due to closed orbit errors at the 
dominant Qx=4 harmonic could be causing significant 
loss on ISIS [13]. This is now under detailed study [14], 
with development of the Set code [15] for simulation 
studies and investigations of expected dominant driving 
terms from theoretical field calculations. 

Half Integer Studies 
Half integer losses are expected to have a significant 

effect on ISIS, but the underlying growth mechanisms are 
not well understood. Present studies are investigating the 
behaviour of coasting beams in storage ring mode, which 
allows investigation of the 2D, transverse resonance 
effect. Experiments pushing beams on to resonance show 
good agreement with simulations [16]. This work is 
allowing detailed benchmarking of codes and looking to 
develop models of beam loss, with the hope of controlling 
onset of this key resonance. 

 
Figure 9: Set benchmarking with ORBIT.  

ISIS Code Developments 
An in-house code, Set 3Di, is being developed with a 

particular focus on ISIS work. It includes self-consistent 
space charge in transverse and longitudinal planes, 
treatment of AG and smooth focusing lattices, injection 
bumps, foil scattering and image forces. Detailed 
benchmarking against ORBIT models (Figure 9) and ISIS 
is underway. The code will be a powerful tool for 
studying many of the topics described above. 

Modelling and Upgrade Work 
Detailed ORBIT models of the ISIS ring have been 

developed that show good agreement with the operational 
machine [6]. Results of these are given above in Figures 
3, 4 and 5. These well established models form the basis 
of upgrade designs [1]. 

Activation and Foils 
New FLUKA [17] models of the ISIS collimator 

system [18] are giving new information on activation 
levels and the destination of lost particles and secondary 
products. Comparison of predicted activation with 
measurements is promising, and data are being used to 
understand where energy is deposited to help improve 
machine protection. Figure 10 shows energy deposition 
along the collimator straight in horizontal and vertical 
projection. 

New comprehensive studies of the Al2O3 ISIS foil have 
been investigating its thickness, roughness, composition 
and structure. Details are given in [19]. A key finding is 
that foils are perhaps nearer 0.50 μm in thickness rather 
than the 0.25 μm expected. This implies stripping 
efficiencies should be nearer to 99.9%, but with increased 
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losses due to foil scattering. The implications for ISIS 
operations and loss levels are being evaluated.

 
Figure 10: FLUKA simulations of ISIS collimators. 

Measurements and Diagnostics 
Accurate beam measurements underpin operations and 

R&D work. Updates of electronics for diagnostics, new 
magnet power supplies, and the installation of more 
powerful data acquisition hardware are all allowing better 
beam measurement systems to be developed. New 
systems to determine beam optics parameters, orbits, 
envelopes and optimise them are being commissioned [8]. 

 
Figure 11: ISIS stripline monitor and kicker. 

Research and development into new diagnostics is 
playing a key role, along with further studies to improve 
accuracy of ring profile monitors. Developments of loss 
monitoring, including the use of compact scintillators 
which can be placed within magnets, are providing 
enhanced protection. Damper systems and beam kickers 
are being developed and prototyped: Figure 11 shows a 
strip line kicker, due for installation next year.  

SUMMARY AND PLANS 
The ISIS RCS presently runs with low and well 

controlled loss, but to increase intensities and maintain 
reliability, work is underway to improve our 
understanding and control of the beam. To do this we are 
developing diagnostics, measurement systems, simulation 
models, and addressing key beam dynamics issues. 
Designs for major upgrades depend on experimentally 
verified codes and theory from this work. 
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Abstract 
The CPHS (Compact Pulsed Hadron Source) linac at 

Tsinghua University, is now in operation as an achievement 
of its mid-term objective.  The 3 MeV proton beam with 
the peak current of 22 mA, pulse length of 100 μs, and 
repetition rate of 20 Hz has been delivered to the Beryllium 
target to produce the neutron beam from the year of 2013.  
We present in this paper the development and application 
of the high current linac, together with the measurement of 
the proton and neutron beams.  The beam energy of the 
CPHS linac will be enhanced to 13 MeV after the DTL is 
ready in 2015. 

INTRODUCTION 
The CPHS (Compact Pulsed Hadron Source) project, 

which is aimed at becoming an experimental platform for 
education, research, and innovative applications at 
Tsinghua University, was launched in the year of 2009 [1].  
The facility will provide the proton beam, together with the 
neutron beam by delivering the proton beam to bombard 
the Beryllium target.  The designed parameters for the 
proton beam is 13 MeV/50 mA with the pulse length of 
500 μs and repetition rate of 50 Hz.  The ECR source 
produces the 50 keV proton beam followed by the LEBT 
which matches the beam into the downstream RFQ 
accelerator.  The RFQ accelerates the beam to 3 MeV.  The 
Alvarez-type DTL will accelerate the beam from 3 MeV to 
13 MeV.  The beam is matched to the DTL directly and 
there is no MEBT between the RFQ and DTL.  The HEBT 
transports the beam from the DTL to the neutron target 
station.  One uniform round beam spot on the Beryllium 

target is expected with the diameter of 5 cm [2].  The 
facility has achieved its mid-term objective in 2013.  In this 
paper, the development status of the CPHS linac is 
presented, including the proton/neutron beam 
measurement and application performed. 

OPERATION STATUS OF THE HIGH 
CURRENT 3MeV LINAC 

On March 2013, the maximum transmission of the RFQ 
accelerator has reached 88% at 50 µs (pulse duration) 
/50 Hz (repetition frequency) during the commissioning 
[3][4].  On July 2013 the CPHS facility has achieved its 
mid-term objective: delivering the 3 MeV proton beam to 
bombard the Beryllium target [5].  As shown in Fig. 1, the 
3 MeV proton beam is delivered directly from the RFQ 
output to the neutron target station by the HEBT.  Five 
quadrupoles have been positioned instead of the DTL.  The 
DTL will be ready in 2015 and the beam energy of the linac 
will be enhanced to 13 MeV. 

Though the DTL is still in development, the CPHS 
facility has been in operation with the 3 MeV proton beam 
from 2013 until now, as shown in Fig. 2 and 3.  The output 
current of the RFQ is relatively stable (30 mA) near the end 
of 2013.  The total operation time in 2014 is estimated to 
be 500 hrs.  With a reduction of the RF power of the ECR 
source, the peak current of the proton beam before the 
target has decreased to 20 mA in 2014.  During the 
experiments which need only the proton beam, the beam is 
not bended by 90° and does not bombard the target. 
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Figure 1: Wide-angle view of the CPHS facility (from the ECR proton source to the neutron target station). 

Figure 2: Operation history of the 3 MeV linac in 2013. 

 

Figure 3: Operation history of the 3 MeV linac in 2014. 

In 2015, the CPHS linac is aimed at reaching its designed 
performance, and stable operation.  At the same time it will 
provide the proton and neutron beams to the users. 

2D PROFILE MEASUREMENT OF THE 
PROTON BEAM 

Based on the CT algorithm, 2D profile measurement of 
the proton beam is under development by the rotatable 
multi-wires [6].  Twenty carbon wires with the diameter of 
30 µm are aligned and mounted on one board, as shown in 
Fig. 4.  The electronics system for the measurement of the 
twenty wires simultaneously will be ready at the end of this 
year.  Therefore only one wire is moved and rotated in the 
recent experiment and much more time is needed to finish 
the measurement.  The first result is given in Fig. 4.  The 
primary experiment shows that the beam is asymmetric at 
the measurement position and wire current near the beam 
centre is 0.14 mA (while the estimated value is 0.16 mA).  
The following challenging work on the electronics system 
is to measure the current which is less than 1 nA near the 
beam edge. 

Figure 4: Rotatable multi-wires (left) and the first 
measurement result by only one wire (right). 

MEASUREMENT OF THE NEUTRON 
BEAM 

The neutrons are produced by the protons bombarding 
the Beryllium target.  The Beryllium sheet has a thickness 
of 1.3 mm.  Presently it is modified to be mounted on one 
Aluminium plate after it has broken twice with the original 
design with the operation repetition rate of 50 Hz.  Fig. 5 
shows the two sides of the Beryllium target with its original 
design (one side is in the vacuum and bombarded by the 
protons and the other side is cooled by the water), from 
which one crack can be observed clearly at the vacuum 
side. 

  

Figure 5: The vacuum side (left) and water side (right) of 
the Beryllium target. 

Four neutron beam lines are planned in the CPHS 
project, among which two lines have been constructed: the 
neutron beam test line and neutron imaging line, as shown 
in Fig. 6. 

 

Figure 6: Neutron beam test line (left) and neutron imaging 
line (right). 

The characteristics of the neutron beam has been 
measured on the test line.  The wavelength spectrum of the 
thermal neutron is shown in Fig. 7, which agrees with the 
simulated value within ±15%.  The time structure of the 
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neutron with the wavelength of 1.17 Å is measured by the 
time-of-flight method, as shown in Fig. 8. 

Figure 7: The wavelength spectrum of the first neutron
production. 

Figure 8: The time structure of the neutron with the
wavelength of 1.17 Å. 

NEUTRON APPLICATION 
The operation time of the CPHS facility in 2014 is 

estimated to be 500 hrs.  More than half of the operation 
time is occupied by the development of neutron detectors 
and neutron imaging, as shown in Fig. 9. 

 
Figure 9: Time percentage of the CPHS operation for
different application of the proton and neutron beam at
Tsinghua University. 

Neutron Detector Development 
Two kinds of the neutron detectors are developed at 

Tsinghua University, the B4C-coated straw-tube and 
gadolinium-doped Micro-Channel Plate (MCP), as shown 
in Fig. 10.  The test performed on the neutron line of CPHS 

shows that the sensitive length of the straw-tube-type 
detector is longer than 1000 mm.  The resolution of the tube 
module is 4 mm in the radial direction and better than 8 
mm in the axial direction.  The detection efficiency of the 
thermal neutron for single tube is larger than 7% (at 
25.3 meV). 

Figure 10: One B4C-coated Straw-tube module (left) and 
one gadolinium-doped micro-channel plate (right). 

Neutron Imaging 
The imaging IP board is positioned at the end of the 

neutron beam line.  The imaging result (Fig. 11) shows that 
the alignment of the beam line is good because the efficient 
scattered neutrons are reduced sufficiently.  The 
contribution of the gamma ray is relatively low.  The 
picture in Fig. 11 shows that the transverse distribution of 
the neutron beam is rather uniform. 

Figure 11: The test piece (left) and neutron imaging (right) 
after 10 hrs at the end of the neutron beam line. 
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INITIAL COMMISSIONING OF ION BEAMS AT SPIRAL2 

Patrick Bertrand, GANIL, Caen, France  
 

 
Abstract 
The official reception of the SPIRAL2 accelerator 
building occurred in October 2014. In parallel, the 
installation of the accelerator components has started in 
June 2013. The first part of the beam commissioning, 
including the ECR sources, the LEBTs and the 88 MHz 
RFQ should start in December, with an injection in the 
Linac by mid-2015. This paper describes the status of the 
accelerator components and installation, and the 
philosophy retained to commission the light and heavy 
ion beams at various required final energies. 

INTRODUCTION  
Officially approved in May 2005, the SPIRAL2 

radioactive ion beam facility at GANIL (Caen-
Normandy) has been launched in July 2005, with the 
participation of many French laboratories (CEA, CNRS) 
and international partners. In 2008, the decision has been 
taken to build the SPIRAL2 complex in two phases: A 
first one including the accelerator, the Neutron-based 
research area (NFS) and the Separator Spectrometer (S3), 
and a second one including the RIB production process 
and building, and the low energy RIB experimental hall 
called DESIR [1-3]. However, in October 2013 and due to 
budget restrictions, the RIB production part has been 
postponed, and DESIR included as a continuation of the 
first phase. 

 

Figure 1: SPIRAL2 project layout, with experimental 
areas and connexion to the existing GANIL. 

As recalled in Table 1, the SPIRAL2 accelerator must 
deal with a large variety of beams: protons, deuterons, 
heavy ions with A/q<3, (A/q<6 in the future). A maximum 
beam power of 200kW is considered for deuterons in CW 
mode. We notice also that the heavy ion beam intensities 
can go up to 1 mA; however, some heavy ion beams like 
metallic ones can also have a very small intensity, which 
constitutes in itself a challenge, some diagnostics having 
to work with a huge response range! 

Table 1: Beam Specifications 

beam P+ D+ ions ions 
A/Q 1 2 <3 <6 or 7 

Max.   I (mA) 5 5 1 1 
Min. output E (MeV/A) 2 2 2 2 
Max output E (MeV/A) 33 20 14.5 8 
Max. beam power (kW) 165 200 44 48 
 
In this paper, after giving updated information on the 

accelerator-NFS-S3 building and process installation, we 
will concentrate on our beam commissioning strategy. 

ACCELERATOR-NFS-S3 BUILDING  
The construction permit of the accelerator-NFS-S3 

building was obtained in October 2010. After a difficult 
excavation work and geotechnical/geologic studies, the 
first concrete started in September 2011. The building 
itself was officially received last October 2014 (Figure 2), 
and the utilities will be officially approved very soon. 

During the construction, several inspections were made 
by the French Safety Authorities, in order to check the 
conformity of the building with respect to the 
requirements like confinement barriers, protection against 
earthquakes, etc... 

 

 
 

Figure 2: Completion of the accelerator building (October 
2014). The beam axis is 9.5 meters underground. 

STATUS OF THE ACCELERATOR 
The building construction process has been organised 

in such a way, that it was possible to install progressively 
the process inside the building, starting by mid 2013 with 
the low energy beam lines and their power supply and 
utilities, all this in parallel with other parts of the building 
construction (HEBT for example). This strategy allowed 
us to gain about one year, but the coactivity between 
building and process teams, and the planning optimization 
appeared to be not so easy to manage, one difficulty being 
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the cleanliness needed for many Linac deliveries. 
 
At present, the accelerator status of installation is the 

following:  
The 18GHz ECR heavy ion source called Phoenix-V2 

and updated to host metallic ovens, is now installed on 
site, together with its transport line called LEBT1. 

The 2.45GHz ECR light ion source is also installed 
together with its transport line called LEBT2, and the 
main part of the merging section LEBTC line. 

The 88MHz 4-vane RFQ is now assembled and aligned 
in the tunnel, with good vacuum tests. The bead pull is 
well underway, and the RFQ conditioning should occur 
by beginning of 2015. 

The first part of the MEBT is ready to be installed and 
to be connected to the D-plate. 

Concerning the Linac, all the cavities are qualified on 
vertical cryostats and tested with success. Eight low-beta 
cryomodules are assembled and tested, and the 4 
remaining ones will be qualified and delivered at 
GANIL/SPIRAL2 by March 2015. Five high-beta 
cryomodules are qualified and ready to be installed in the 
tunnel, while the 2 remaining ones will be ready next 
December [4]. All the couplers are processed and 
conditioned [5], and all the warm section packages are 
ready to be installed. The installation of the Linac itself 
should start by November, waiting for the complete 
cleanliness of the tunnel. 

All the dipoles, quadrupoles and steerers of the HEBT 
[6] are received and measured, and the profilers are ready 
to be installed. The mechanical HEBT supports are 
positioned, and the aluminium vacuum pipes and stainless 
steel diagnostic boxes are under fabrication. 

All the RF amplifiers are received and tested at GANIL 
with a specific RF test bench, their complete installation 
being programmed by end of November. The cryogenic 
system is under final installation. 

BEAM COMMISSIONING STRATEGY 
AND FIRST RESULTS OBTAINED 

 
Several years ago, we took the decision to operate the 

SPIRAL2 beam commissioning in 4 phases: 
First of all, we decided to pre-install the ECR sources 

and low energy transport lines in two French laboratories, 
in order to test them with beam before the SPIRAL2 
building availability: these successful tests were achieved 
by end 2012, before transportation to GANIL. 

The second phase of beam tests concerns the injector: 
they will start next December at SPIRAL2/GANIL site, 
and will last six months, with the RFQ connected to the 
D-plate. We will basically reproduce the results obtained 
without RFQ, operate the tuning and conditioning of the 
RFQ, and measure the beam characteristics at RFQ exit, 
using the D-plate. 

After dismounting of the D-plate, the third phase will 
concern the tuning of the beam with the complete MEBT, 
the beam tests of its fast chopper, the Linac acceleration, 

and the tuning of the HEBT going to the Beam Dump. 
The fourth phase will be the “day-1” experiment, with 

beam delivery for NFS physics studies by end 2015, and 
S3 in 2016. 

Beam pre-commissioning at LPSC Grenoble 
Dedicated to heavy ions, the 18GHz Phoenix-V2 ECR 

source and its achromatic analysis beam line LBET1 have 
been installed at LPSC laboratory (Grenoble) during 
about 2 years, until June 2012 (Figure 3). The ECR 
source and its environment were updated these last years, 
to host metallic ovens developed at GANIL, and sustain 
60 kV (See also [7, 8] for more details). 

 
 

 
Figure 3: View of ECR source and Spiral2 LEBT1 when 
installed at LPSC for beam tests until mid 2012. 

  - Using automated optimization algorithms developed 
from the TRACEWIN code, we obtained 30% more than 
1mA of 16O6+ (goal for SPIRAL2), and 70µA of 40Ar12+, 
with a good transmission (95%).  Around 2mA of 4He2+ 
were also achieved, which is of interest to mimic the 
deuteron beam and learn how to tune the Linac. 
- As expected, we measured transverse emittances  around 
0.25 π.mm.mrad.norm.rms, with an efficient action of the 
hexapole corrector associated to the analysis bending 
magnet (Figure 4). Very similar transverse beam profiles 
in both pulsed and CW source mode were also obtained. 

 
Figure 4: Horizontal dipole aberrations (left) optimized 
(right) tuning the hexapole (16O6+, 0.8mA beam)  

- The separation power of the LEBT1 line is found better 
than specified. (>100), which is a good sign for future 
Linac pure beam acceleration (Figure 5). 
- We also obtained more than 20µA of 58Ni19+ (Figure 6), 
and 48µA of 48Ca16+, which is very promising [9] 
  In 2013, and thanks to a European contract, the LPSC 
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laboratory started a development of the new economical 
Phoenix-V3 ECR source, with a bigger plasma chamber 
(1.4 liter instead of 0.6), in order to increase the ion rate 
production, and accept new generation metallic ovens (20 
mm diameter). First beams with Phoenix-V3 are expected 
in January 2015, using the LPSC Test bench [10]. 
 

 
Figure 5: Beam separation of beams (16O3+ and132Xe25+) 
with 20mm (left) and 5mm (right) slit aperture.  

 

Figure 6: Spectrum optimized for 58Ni19+ (~20 μA), using 
the Large Capacity High Temperature Oven from GANIL  

Beam pre-commissioning at IRFU/Saclay 
Important results were also obtained in 2010-2012 at 

IRFU/Saclay, where the deuteron/proton ECR source, the 
transport lines LEBT2 (achromatic analysis section) and 
LEBC (merging transport and matching line to the RFQ) 
have been installed in several successive steps (Figure 7). 

These results were obtained by using intensively the 
TRACEWIN code for the beam tuning, and by applying 
the “virtual accelerator concept” explained in [11]. 
Here are the main results obtained (see also [12]): 
- First of all, the 2.45GHz permanent magnet ECR source  
confirmed its capability to produce a very stable and 
reproducible 6.7mA 40kV deuteron in CW or pulsed beam 
mode (and also down to 50µA in CW), with an emittance 
between 0.1 and 0.22 π.mm.mrad.norm.rms, depending 
upon the tuning of the slits and the vacuum level. 
- We also verified that the set of movable LEBT slits were 
efficient to clean the generated halo optimally, and that 
we could chose the vacuum level in order to optimize the 
space charge compensation parameter. 
- The slow chopper, developed by INFN Catania, has 
been tested on line and gave excellent results [13]: 
Transition times below 30 ns were confirmed as well as 
the duty cycle range from 0.1‰ to 99.99%. The device 
can operate up to 10 kV, up to 1 kHz. The slow chopper 
will be used intensively to manage the beam duty cycle.  
-  Automatic beam alignment and optical procedures 

showed very efficient behaviors, with transverse 
emittance portraits and perfect RFQ matching parameters 
achievements: By installing at the exact RFQ injection 
point the very nice emittance-meter developed by 
IPHC/Strasbourg, we could measure the emittances 
(Figure 8) and by generating a set of 106 particle 
reproducing them, we could check with the TOUTATIS 
code that the real beam should be correctly bunched and 
accelerated through our RFQ model (Figure 9). 
 

 
Figure 7: View of the ECR source, and LEBT2+LEBTC 
installed at IRFU (Saclay) for beam tests until end 2012. 

 
Figure 8: Deuteron and proton transverse emittances at 
RFQ injection point. (5mA in CW mode) 

     
 

Figure 9: D+ measured emittances as input for RFQ 
TOUTATIS acceleration, and output emittances obtained. 

Remark: before going to the 2nd beam test phase, we 
mention that thanks to our partnership with existing 
accelerators (SARAF, INFIN-HH, GANIL…), we were 
also able to test various components like diagnostics in 
presence of existing beams, and to have some irradiation 
tests on samples to check their resistance to radiations and 
to validate the activation codes. 

Proceedings of HB2014, East-Lansing, MI, USA TUO3AB03

Heavy Ion and Rare Isotope Machines

ISBN 978-3-95450-173-1

213 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



Beam Commissioning of Injector at SPIRAL2  
As already mentioned, the two ECR sources and their 

associated LEBTs are now installed in the SPIRAL2 
building, and we should reproduce quite easily by 
December 2014 the results obtained at Grenoble and 
Saclay respectively. The 88 MHz 4-vane RFQ has been 
assembled one month ago (Figure 10), with the bead pull 
tuning to be started. After the RFQ RF conditioning, we 
will enter into the complete injector beam commissioning, 
using the first MEBT meter, and the D-plate (Figure 11)  
connected after the 1st rebuncher), in the following way: 

 

 

Figure 10: SPIRAL2 RFQ assembled in September 2014. 

 
Figure 11: Assembly tests of diagnotics on D-plate 

First of all, the D-plate is equipped with a set of the 
diagnostics: BPMs, ToF, FCT, DCCT/ACCT, harps, H-V 
emittance-meters...This will allow us to characterize the 
RFQ behaviour in terms of transmission, transverse 
emittances, beam profiles, energy and energy dispersion. 
By changing step by step the amplitude of the 1st MEBT 
rebuncher, and measuring the longitudinal beam length 
towards the end of the D-plate, we will also deduce the 
longitudinal emittance using the 3 gradients method. 

All these measurements will be performed for the 
following beams successively: 

 
- Protons (A/Q=1) 150μA peak, 200μs pulsed@5Hz 

(0.1% duty cycle), and then increase the peak current 
from 150μA to 5mA, with duty cycle from 0.1% to 
100%  

- Helium 4He2+ (A/Q=2) 150μA peak, 500μs pulsed 
@2Hz (0.1% duty cycle),and then increase the peak 

current from 150μA to 2mA, with duty cycle from 
0.1% to 100%  

- Oxygen 18O6+ Pencil beam 150μA peak, 500μs pulsed 
@2Hz (0.1% duty cycle), and then increase the peak 
current from 150μA to 1mA, with duty cycle from 
0.1% to 100%  

- If enough time, tests with Argon, Carbon, Xenon  
- Nickel 58Ni19+ up to 20μA, 100% duty cycle.  

 
The optimisation will be done by playing with the beam 
matching at RFQ entrance using the double solenoid, the 
LEBT vacuum level and the RF compensation ring, the 
beam input energy and alignment and the RFQ voltage. 
We can notice that the set of 3 horizontal-vertical slits and 
associated profilers installed before the RFQ entrance 
allow us to change the emittance homothetically. 
 
Remark 1: During this “injection phase”, Helium beam 
will be used instead of the Deuteron one, because 
Deuterons are not allowed before having the complete 
authorisation given later by the French Safety authorities. 
  
Remark 2: During this intermediate beam commissioning, 
the installation of the Superconducting Linac and of the 
HEBT lines and beam dump will go on in parallel, and 
the command/control will be achieved, with the needed 
high level applications. 

Full Beam Commissioning Phase with the Linac 
Once the D-plated withdrawn and the complete MEBT 

installed and connected to the Linac, and thanks to the 
knowledge acquired, to the efficiency of TRACEWIN 
code and to our 3D electromagnetic maps, we will pre-
tune the complete 0.75MeV/u MEBT, for each beam of 
interest. Then we will create the SC Linac beam periodic 
channel step by step in the following way: 

 
- Adjust all the quadrupoles of the linac HEBT to the 

Beam Dump according to the RFQ-MEBT energy,  
- Tune the first cavity (amplitude & phase) 

using BPMs by Time of Flight measurement,  
- Re-adjust all linac and HEBTs quadrupoles, 
- Tune the second RF cavity,  
- Operate the same way for the other 25 cavities… 
 

The Linac tuning will be ensured by means of Beam 
Position Monitors (BPM) buried into the first quadrupole 
of each of the 19 Linac warm sections, while the beam 
extension monitors (BEM) installed in the 5 first warm 
sections [14] will allow us to tune the 3 MEBT 
rebunchers, in order to match the beam to the linac 
longitudinally. 

The survey of the beam intensity and the energy will be 
ensured by several ACCT/DCCT devices, and a ToF 
system installed at the exit of the Linac ([15-17]), in the 
frame of the Machine Protection System [18]. 

The BLM scintillator detectors, developed by IFIN-
HH/Bucarest and disposed around the Linac and HEBT 
lines, will deliver a “beam stop” signal in case of 
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excessive beam losses. Loss rings disposed along the 
HEBT vacuum pipes will also provide untimely steering 
information and similar beam stops signals, in order to 
protect the machine against beam thermal damage, 
together with beam energy and transmission. 

 

Beam Commissioning towards NFS 
The fourth commissioning phase will consist in 

conducting the beam to NFS experimental hall. In the 
(probable) case of a first experiment based on Neutron 
Time of Flight, we will tune the 5mA Deuteron beam at 
the source, and use extensively the Fast chopper (also 
called “Single Bunch Selector”) located along the MEBT: 
This device must reduce by 100 to 10000 the bunch rate 
in order to avoid neutron bunch overlapping effects fo 
physics. It is based on the superposition of a steerer 
magnet and 2 high impedance meander electrodes driven 
with high voltage pulses of opposite sign. A vacuum 
chamber prototype equipped with 100Ω meanders and 
feed-through have been constructed in collaboration with 
INFN-LNS and successfully tested in Catania [19]. The 
final device should be operational in a few months. 

 

One Way to Gain Time during Future Operation 
As already mentioned we will accelerate a variety of 

beams with various ratios q/m, which could generate 
much time for each tuning in operation. One way to limit 
it is to make use of an important a theorem valid even in 
the relativistic case:  

Suppose that we know the set of parameters already 
tuned and archived for a beam with a given mq / , and 

that we want now to accelerate a new beam with another
mq ˆ/ˆ  , and let define their relative difference: 

mq
mqmq

/

/ˆ/ˆ −=ε . 

Then by multiplying all the voltages and magnetic values 
of the machine by the factor 1/(1+ε), we can accelerate 
the beam without major difficulty (with  adjustment of 
last cavities and HEBT fields depending on the final 
energy needed...). In particular all the phases remain 
unchanged! 

CONCLUSION 
The beam pre-commissioning performed at 

IRFU/Saclay and LPSC/Grenoble was essential to 
validate our low energy design and simulations, and to 
operate many technical tests with the EPICS philosophy 
and our Command/Control. We enter now in the complete 
beam commissioning on SPIRAL2 site, which constitutes 
a great motivation and for all our partners and for us. 
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Chromatic and Space Charge Effects in Nonlinear Integrable Optics∗
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A. Valishev and S. Nagaitsev, FNAL, Batavia, IL
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Abstract
The IOTA test accelerator is under construction at FNAL

to study a novel method of advancing the intensity frontier

in storage rings: nonlinear integrable optics. For particles

at the design momentum, the lattice has two invariants and

the dynamics is integrable. In the ideal single-particle two-

dimensional case, this yields bounded, regular orbits with

extremely large tune spreads. Off-momentum effects such

as dispersion and chromaticity, and collective effects such

as direct space charge, break the integrability. We discuss

the origin of this broken integrability for both single- and

many-particle effects, and present simulation results for the

IOTA lattice used as a high intensity proton storage ring.

INTRODUCTION
Future generations of intense, multi-megawatt accelera-

tors have applications for discovery science as drivers for

spallation sources, neutrino physics, and the next gener-

ation of high energy colliders. Such intense beams are

prone to collective instabilities including, but not limited

to: space charge driven beam halo, resistive wall instabil-

ity, head-tail instability, and the various beam break-up in-

stabilities. The physical origin of these instabilities is the

constant transverse tunes in linear strong-focusing lattices.

In the SNS accumulator ring, for example, it was found [

that these instabilities did not appear for the natural chro-

maticity of the lattice, which was very large. It is then nat-

ural to conclude that the large tune spreads associated with

these chromaticities are desirable for mitigating such insta-

bilities.

The trouble with this is that the large chromaticities in

the linear lattices will span an entire integer or more of tune

space, which will cross many single-particle resonances. A

more robust method is required to obtain large tune spreads

without losing dynamic aperture due to single-particle dy-

namics. Enter the nonlinear integrable optics designed by

Danilov and Nagaitsev [

spreads while keeping the orbits regular. This work has

already shown promise in preventing space charge driven

beam halo [

invariants change in two real-machine situations: energy

spread and space charge.

In the next section, we discuss how energy spread in

coasting beams breaks the single-particle integrability, and

how we may design the lattice to restore that integrability.

How direct space charge changes a matched distribution of

∗This material is based upon work supported by the U.S. Department

of Energy, Office of Science, Office of High Energy Physics under Award

Number DE-SC0011340.
† swebb@radiasoft.net

the invariants is explored in the following section. We con-

clude with preliminary simulations of using the integrable

optics to prevent resistive wall instability in an intense pro-

ton ring.

OFF-MOMENTUM EFFECTS:
CHROMATICITY & DISPERSION

The work in [

ticle dynamics – transverse oscillations with no energy

spread. In real intense accelerators energy spread and the

associated chromaticity, as well as the dispersion in the lat-

tice, will modify the integrable Hamiltonian. Before asking

the nonlinear integrable lattices to mitigate intensity-driven

effects, it is important to restore the integrability which

makes it so robust.

As we show in [

designed for integrable optics that includes off-momentum

effects and nonlinear elements such as sextupoles and oc-

tupoles yields a correction to the Hamiltonian in [

to dispersion in the elliptic magnet sections and the lattice

chromaticity. The integrable lattice factors into a product

of maps:

M = A−1e−t :
∫
dsU(x−δη(s),y):e− :h:e−t :

∫
dsU(x−δη(s),y):A

(1)

where A is the normalizing map, and h is the Hamiltonian

that generates the single turn map for the integrable optics

lattice when the nonlinear elliptic potential strength is zero.

Thus, h includes drifts, dipoles, and quadrupoles, as well as

chromaticity-correcting families of nonlinear magnets. The

details of this calculation may be found in [

lengthy to include here.

The resulting Hamiltonian for the total single turn map

is given, to lowest order, by:

H =
μ0

2

{

[1−Cx(δ)]
(

p2x + x2
)

+[1−Cy(δ)]
(

p2y + y2
)

+

t

1− δ
∫ �drift

0

U (x− η(s′) δ), y) ds′
}

+ . . . (2)

where . . . are higher order terms, including any nonlin-

ear terms left over after adjusting the chromaticity. Here

we have assumed a coasting beam with no synchrotron

oscillations, thus δ is a constant. η(s) is the dispersion

function through the drift where the elliptic magnetic el-

ement will be placed, and U is the nonlinear elliptic poten-

tial from [

chromaticities, Cy(δ) and Cx(δ) respectively, are general

functions of δ. We also concluded that conventional chro-

maticity correction schemes – using sextupoles to correct

1]

2], which introduce very large tune

3] In this proceeding, we discuss how these

2] considers purely two-dimensional par-

4], a Lie operator treatment of a ring

2] due

4] and are too

2]. This means that the vertical and horizontal
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linear chromaticity with (2n+1)π phase advances between

the sextupoles to minimize dynamic aperture loss, for ex-

ample – still apply. The goal is to bring this lowest-order

Hamiltonian into a form which has two invariants and thus

preserves the two-dimensional integrability

The Hamiltonian in [

solution for free-space magnetic fields and the Bertrand-

Darboux partial differential equation for Hamiltonians with

a second invariant which is quadratic in the momentum.

One of the fundamental assumptions going into the deriva-

tion of the Bertrand-Darboux equation is that the coef-

ficients of the vertical and horizontal momenta must be

equal. In doing see, we obtain a modification of the Hamil-

tonian in eqn. (22) of [

H = (1− C(δ))
[

1

2

(

p2x + p2y + x2 + y2
)

+
1

1 −C(δ)V (x, y)

]

(3)

This leads us to four design principles for building a

lattice ready for the nonlinear integrable optics to obtain

an integrable Hamiltonian, even in the presence of energy

spread:

1. Vertical and horizontal linear tunes must be equal

2. Vertical and horizontal beta functions inside the drift

where the nonlinear magnet is to be placed must be

equal

3. Dispersion must vanish inside this drift

4. Vertical and horizontal chromaticities must be equal

Non-dispersive sections of rings are fairly standard, and

make the integral over the dispersion function into simply a

multiplication by �drift. The conclusion of equal chromatic-

ities is based on the following line of reasoning.

Chromaticity correction in conventional strong-focusing

linear lattices is a balancing act between having enough

tune spread to Landau damp instabilities, while keeping the

tune spread small enough to avoid crossing nonlinear res-

onances. Because the nonlinear integrable lattices already

have large tune spreads, which will already cross nonlinear

resonances, it is most important to keep the integrability of

the unperturbed Hamiltonian so that the KAM theorem ap-

plies near these resonances. It is thus sufficient to restore

the conditions required for the Bertrand-Darboux equation,

specifically that the transverse momenta have the same co-

efficient. We can therefore adjust Cx and Cy until they are

equal. This is actually beneficial to the dynamic aperture,

as this reduces the strength required of the chromaticity-

correcting nonlinear elements. It also gives us the freedom

to choose whether we correct one or both chromaticities,

depending on which choice will lead to the best dynamic

aperture.

SPACE CHARGE & THE INVARIANTS
We now return to study two-dimensional effects – how

space charge changes the distribution of a longitudinally

Figure 1: The r.m.s. value of H0 as a function of turn.

cold beam. We consider here the distribution of the Hamil-

tonian, H , and second invariant, I , described in [2]. We

began with a beam with an exponential distribution in H ,

viz.

f =
N

ε
e−H/ε (4)

where N is the number of particles per unit length in the

beam and ε is the transverse emittance. This distribution

reduces to a Gaussian distribution for a linear lattice, with

ε being simply the RMS emittance, equal in the vertical

and horizontal. Because the elliptic potential creates strong

transverse coupling, such a separation into “vertical” and

“horizontal” emittance is not possible for these lattices.

The addition of space charge adds a self-consistent term

to the Hamiltonian, so that the total Hamiltonian is given

by

H = H0(J) + V[f ] (5)

where V is the space charge potential. This has the effect of

changing the invariants, and so the initial distribution will

evolve. Here, V [f ] is a functional of the phase space dis-

tribution, which can be thought of as the Green’s function

for the potential as a function of the charge distribution, as

expressed in action-angle variables.

We use as a figure of merit the value of H0(p, q) as

a function of time. The initial distribution is a delta

function, δ(H0 − ε). This function is known from [2]

eqn. (22), and is analogous to the Courant-Snyder in-

variant for linear lattices. Thus, this bunch is analogous

to a Kapchinskij-Vladimirskij distribution with emittance

ε = 15mm−mrad. We therefore expect that the spread

in H0 should be a good indication of the beam evolution.

In Fig. H0grows dramatically

on two time scales. There is one time scale that is a handful

of turns that marks a dramatic increase in H0, and then a

slower diffusive-like process that takes over after this.

Based on this, we would expect the bunch distribution

to be expanding quite rapidly. However, this is not the

case, as we see in the phase space projections from turn

712 (Fig.

2] derives from a self-consistent

2]:

2), well after the diffusion has taken hold. The

1, we see that the spread in
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Figure 2: The transverse phase space projections after 712

turns.

Figure 3: RMS beam size and momentum spread versus

time.

initial distribution is much the same as this one, despite

the RMS value of H0 being 5 % of the initial H0. Longer

time simulations do not show a substantial departure from

this distribution. Indeed, we find that variations in the RMS

beam size vary at the 0.1 % level, in Fig.

to our intuition based on linear optics – the beam radius is

given by σr ∝
√
βε, and therefore an increase in ε should

correspond to a similar increase in the beam size.

We speculate that the origin of this can be derived from a

Fokker-Planck equation for diffusion in action space due to

the space charge perturbation [

distribution f = f(J) as a pure function of the action, the

stochasticity due to chaotic trajectories and phase mixing

leads to a Fokker-Planck equation

∂f

∂t
=

∂

∂J

⎧

⎨

⎩

1

4
(Δt)2

⎛

⎝

∂

∂J

〈

(

∂V[f ]
∂ψ

)2
〉

ψ

⎞

⎠

∂f

∂J

⎫

⎬

⎭

(6)

The total Hamiltonian H is broken into three parts: the

single particle integrable Hamiltonian, the component of

space charge that remains integrable, and the component

of space charge that induces diffusion. Specifically:

H = H0(J) + V0[f ](J) +
∑

n �=0

Vn[f ](J)einψ (7)

When we generate a distribution, we are matching it to

H0 – tracking that distribution over many thousands of

turns shows no change in the phase space distribution when

current is zero. The integrable space charge component,

V0[f ](J), represents a potential well distortion of sorts,

and is the source of the rapid early filamentation that oc-

curs over only a handful of turns. This is the origin of the

abrupt growth in measured H0 we see in a handful of turns

in Fig.

with ψ, cause the diffusion we see in H0 in Fig. 1.

A possible limit for space charge in the nonlinear inte-

grable lattices may be the existence of a stable stationary

solution to the Fokker-Planck equation for the phase space

distribution. Thus, the figures of merit for a nonlinear inte-

grable lattice to determine the importance of space charge

could be related to the functional form of the Fokker-

Planck equation, and the existence of stationary solutions.

This would go a long way to explaining the stability of

these beams in real space, despite their apparently poor be-

havior in terms of the single-particle invariant distributions.

FUTURE WORK
Nonlinear integrable optics remains a very naı̈ve field –

it is not clear how many concepts from conventional linear

lattices survive, and how they might be modified. We sug-

gest that there are two lines of inquiry worth pursuing: how

the chromatic corrections affect the dynamic aperture, and

how space charge affects the distribution.

Chromatic correction schemes are designed to minimize

the impact on on-energy dynamic aperture. The π phase

advances meticulously cancel terms that are not propor-

tional to the energy offset, and the chromatic correction

scheme is built around the terms, say, linear in δ for a sex-

tupole correction. There then remains O(δ2) terms which

reduce the dynamic aperture for off-energy particles. In the

linear lattice case, this is avoided by avoiding the resonant

lines in tune space these remaining terms generate. The

nonlinear integrable optics has an enormous tune spread –

this is the origin of its great robustness against parametric

resonances. It is necessary to gain theoretical guidelines

to how this affects the dynamic aperture. There are three

specific questions in this line:

1. Where are the resonant lines for these terms in the

nonlinear integrable optics?

2. What chromatic correction schemes can be used to get

the equal chromaticities while minimizing the impact

on dynamic aperture?

3. What is the diffusion time for particles on those reso-

nant lines?

3. This is contrary

5]. Taking the phase space

1 The remaining terms in the space charge, varying
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This requires understanding x and y in terms of two in-

variants I1 and I2, and their associated angle variables, to

understand resonance lines and the relevant parameters for

these computations. Analytical or semi-analytical results

are absolutely necessary for achieving guidance here.

We have established thus far that the nonlinear decoher-

ence prevents the onset of beam halo, and we have stud-

ied how the single-particle invariants evolve under space

charge. We have seen that space charge prompts diffusion-

like behavior in the H and I invariants, which is to be ex-

pected. What is curious is that the actual transverse pro-

file does not change dramatically under space charge, even

as the spread in the H and I quantities increases dramati-

cally. Understanding this behavior is critical for moving to

increasing intensity. This preliminary work suggests three

additional questions in the realm of space charge:

1. How are the relevant parameters for characterizing

space charge strength?

2. Is there a collective invariant consistent with space

charge but different from the single-particle invariant?

3. What can be done to compensate space charge?

The suggestion here is that there are a new set of invari-

ants (H ′, I ′) which are better-preserved in the presence of

space charge. This is one way to explain how the distribu-

tion in the single-particle invariants grows so rapidly, but

the actual beam envelope remains relatively stable. Until

the effects of space charge are fully understood, we can-

not make intelligent decisions about compensation, beam

transport limits, etc.
The current set of results are promising for implement-

ing a working accelerator that uses the nonlinear integrable

optics as a method of transporting intense beams with low

loss. We have given a theoretical conclusion for handling

the chromaticity. Simulations indicate high-power beams

may be transported without any loss due to space charge.

But our theoretical understanding of the nonlinear inte-

grable optics in the presence of space charge remains lim-

ited. In linear lattices, envelope models yield useful param-

eters such as the perveance and the Laslett tune shift [

No such clear-cut parameters exist to characterize the ef-

fects of space charge on the nonlinear integrable optics. It

is necessary to determine the relevant physics behind the

space charge dynamics in these beams, and in doing so de-

termine new figures of merit. Only then will we be able

to understand the real intensity-driven limits to beam trans-

port in the nonlinear integrable optics.

CONCLUSIONS
We have thus discussed two new aspects of the nonlinear

integrable lattices of Danilov and Nagaitsev. Through a Lie

operator formalism, we were able to obtain two new design

requirements for the lattices: (1) the dispersion through the

drifts where the elliptic elements will be inserted must be

zero, or as small as possible and (2) the vertical and hor-

izontal chromaticities must be equal. By following these

two rules, we are able to maintain single-particle integra-

bility even in the presence of energy spread and chromatic

effects. We have also studied how space charge affects the

beam distribution, and have found some surprising results.

While studying the distribution of the single-particle invari-

ant ε, we find a large growth in the RMS spread. Our intu-

ition from linear lattices is that this would lead to a mono-

tonic increase in the RMS beam size. However, our study

of the RMS size in the transverse plane show that the size of

the beam fluctuates but is not increasing after some initial

filamentation. We speculate that there are two processes at

work here: a rapid filamentation due to the integrable com-

ponent of the space charge potential distorting the potential

well, and diffusion due to the non-integrable components

of the space charge. We believe that a detailed study of

this may lead to useful figures of merit characterizing the

stability of beams in the presence of intense space charge

effects in the nonlinear integrable lattices.
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Abstract 
At LNL INFN is under construction a Rare Isotope 

Facility (SPES) based on a 35-70 MeV proton cyclotron, 
able to deliver two beams with a total current up to 0.5 mA, 
an ISOL fission target station and an existing ALPI 
superconducting accelerator as a post accelerator (up to 10 
MeV/u for A/q=7). 

In this talk will be described the elements between the 
production target and the experiments, like the selection 
system, the ECR charge breeder, the second separation 
system and the new CW RFQ (80 MHz, 714 keV/u, 
internal bunching). 

The problems that have been solved during the design 
phase are partly common to all RIB facilities, like the 
necessity to have an high selectivity and high transmission 
for a beam of a very low intensity, plus the specific 
challenges related to the use of ALPI (with a reduced 
longitudinal acceptance) and related to the specific lay out.  

At present the design phase has been finalised, and the 
procurement procedure for the charge breeder, the transfer 
lines and the RFQ are in an advanced state and will start in 
the next months. The main beam dynamics aspects of the 
transfer lines (including magnetic selections) and the linac 
ALPI will be discussed in detail.  

INTRODUCTION 
SPES, acronym of Selective Production of Exotic 

Species, is a CW radioactive ion beam facility under 
construction at LNL INFN in Italy. It will produce and 
accelerate neutron-rich radioactive ions, in order to 
perform nuclear physics experiments, which will require 
beams above Coulomb barrier.  

The main functional steps of the facility are shown in 
Fig.1, namely the primary beam from the cyclotron, the 
beam from the fission target (up to 1013 fission/second), the 
beam cooler, the spectrometers, the charge breeder and the 
accelerator, the existing ALPI with a new RFQ injector. 

The use of the continuous beam from the +1 source (LIS, 
PIS, SIS) maximizes the RNB efficiency but needs a CW 
post accelerator (RFQ and ALPI); this layout also needs a 
charge breeder chosen to be an ECR that woks in 
continuous. 

The energy on the transfer lines are determined by the 
chosen RFQ input energy (wRFQ=5.7 keV/u); namely, all 
the devices where the beam is approximately stopped 
(production target, charge breeder and RFQ cooler) lay at 
a voltage: 

   RFQwqAeV /  (1) 

The charge state range (3.5<A/q<7) is bounded by the 
RFQ field level for the upper limit and by the minimum 
voltage on q=1 transport line (overall space charge from 
the source and contaminants separations).  

The beam preparation scheme satisfies various 
requirements: 

1. the zone with worst radiation protection issues is 
reduced by means of the first isobar selection 
(resolution R=1/200). 

2. after that with an RFQ cooler the beam energy 
spread and transverse emittance are reduced both 
for further separation and to cope with the charge 
breeder acceptance (about 5 eV). 

3. HRMS and MRMS (high and medium resolution 
mass spectrometers, R=1/40000 and R=1/1000 
respectively) are used to select the RNB (with good 
transmission) and to suppress the contaminants 
from the charge breeder source. 

4. Both the HRMS and the MRMS are installed on a 
negative voltage platform, to decrease the beam 
geometrical emittance, the relative energy spread 
and to keep the dipole field in a manageable range 
(>0.1 T). 

5. The 7 m long RFQ has an internal bunching and 
relatively high output energy; this easies the setting 
and allows 90% transmission into ALPI 
longitudinal acceptance (constraint deriving from  
quite long ALPI period, 4 m).  

6. An external 5 MHz buncher before the RFQ will be 
available for specific experiments. 

7. The dispersion function is carefully managed in the 
various transport lines; where possible the transport 
is achromatic, otherwise the dispersion is kept low 
(in particular at RFQ input D=0, D’ is about 50 rad).  

Radiation Containment 
RIB facilities require special radiation protection. The 

SPES building itself is designed in order to reduce the 
radiation exposure. From the beam dynamic design point 
of view, the separation of the nominal beam from its 
contaminants (nA nominal current respect to µA   
contaminants) in safety areas is mandatory. In this 
prospective, the low separation stage is placed inside  
radiation containment walls (see Fig. 2); at the same time 
such boundary conditions impose restrictions on the beam 
dynamics design.  

As far as the HRMS is concerned, it is important to clean 
the nominal species from contaminants in order to reduce 
radioactive species implantation inside the CB.  
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Figure 1: functional scheme of the SPES facility. There are 
two main areas: the 1+ line (red) and the n+ line (blue), 
where 1+ and n+ indicates the beam charge state.    

METHOD FOR SIMULATIONS  
The main software used for the simulation is TraceWin 

[1] a 3D multiparticle tracker, capable of field map usage. 
Thus, it is possible to take into account fringe field and all 
non-linear effects of the line elements. Moreover, it can 
perform static or dynamic errors for all beam line devices.  

This is useful for the complex devices like the Wien 
Filter and the high-resolution spectrometers, which may 
diverge from the linear behaviour.  

The simulations will be benchmarked with different 
programs such as GIOS and TRACK.  

Moreover, the TraceWin software with full field maps 
capability is ordinary used to set all beam line for the runs: 
this kind of commissioning was demonstrated successful 
for the setting of LINAC ALPI cavities [2].     

BEAM DYNAMIC SIMULATIONS 

General Layout 
Figure 2 shows the actual layout of the SPES facility. 

The main areas are shown: the cyclotron area, the target 
room, the 90˚ magnetic, the beam cooler and HRMS 
spectrometer dipole zone in the new building under 
construction (at the right hand side); the CB and the MRMS 
area, the RFQ and ALPI and the experimental rooms.  

The position of the new building was forced by various 
constraints. In particular the technological plant is placed 

in front of the MRMS complex and the experimental 
rooms. As a result the space that the RIBs have to travel 
from the production source to ALPI is quite long. 
Moreover the beam distribution line network from ALPI to 
the experiments in the third experimental hall have been 
rebuilt to leave the beam tunnel reserved to RIBs. 

The layout leaves space for some additional use (low 
energy beam lines) and future expansions (like a new stable 
beam source and an EBIS charge breeder). 

Low Resolution Section 
The low resolution section is the part of the line between 

the target and the beam cooler. The current produced by the 
target (up to some µA) needs to be clean from its 
contaminants.  

Two mass spectrometers are inserted between the target 
and the beam cooler. The first device is the Wien Filter, 
which acts as a pre-mass separator with a resolution of 
about 1/50-1/75 in mass. The second element is a 90˚ 
magnetic dipole which achieve a separation in mass of 
1/200: this resolution is sufficient in order to select the 
isobars.   

Two focussing triplets match the Wien Filter output 
beam with the 90˚ magnetic dipole.     

The selection of the isobars before the beam cooler is an 
important aspect because it allows the device to work in a 
low current regime about less than 25 nA, i.e. with reduced 
space charge effects. In such a way it is possible to boost 
the beam cooler performances: a first reasonable 
estimation shows the possibility to reduce the energy 
spread of the source down to 1 eV [3] and the transverse 
geometric emittance down to 10 times the input emittance 
[4]. The estimated transmission is about 60% [3] in the 
worst case. 

The reference beam is chosen to be the Sn132 , extracted 
at 40 kV at the end of the target extraction system. With 
q=19 after the charge breeder i.e. A/q= 6.9, it is possible to 
test the maximum required electromagnetic fields of the 
line elements of the facility. 

The input Twiss parameters used for calculations were 
measured during an off-line test of the target extraction 
system: yx , = -1, yx , = 0.66 mm /π mrad. The 

normalized rms emittance is chosen to be rmsn , = 0.007 π 

mm mrad, with an equivalent geometric emittance at 99% 
of %99,geo = 70.18 π mm mrad. 

    

Proceedings of HB2014, East-Lansing, MI, USA TUO4AB01

Heavy Ion and Rare Isotope Machines

ISBN 978-3-95450-173-1

221 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



Figure 2: Full SPES layout with main areas. 

The transverse spatial distribution is Gaussian-like, 
truncated at three sigma. As far as the longitudinal space is 
concerned, it follows a uniform distribution: the beam 
phase is included between ±1800, while the energy spread 

W = ±20 eV. The number of macro particles simulated 
was	10ହ.  

The first elements met by the beam after the extraction 
system is an electrostatic triplet. A field map of this 
element was calculated with COMSOL.  

A horizontal defocusing quadrupole is placed before the 
90˚ magnetic dipole, in order to have a better control of the 
resolution. 

The dispersion function between the two mass 
spectrometers is arranged in order to maximize its value at 
the dipole slits, while it is matched at the entrance of the 
beam cooler. The multiparticle beam envelopes are shown 
in Fig. 3. 

The magnetic spectrometer is modelled via hard edge; 
the curvature edgeR  of the edge angle is included with a 

zero-length exapole of field exaA using the formula 

expressed by Brown in [5]. The transverse emittance 
growth after the spectrometer is less than 7%. 

Many beam species are expected to be handed, each one 
with its custom extraction voltage. Although, lower kinetic 
energy led to a larger relative energy spread term.  

In order to check the resolution power of the system, 
different ion species (ranging from A/q=7 to A/q=4) were 
tested: the input for dynamic calculation was made with 
three beams of same emittances (i.e. 0.007 π mm mrad), 
masses and Twiss parameters, separated of 0.25% in 

pp /  (i.e. 1/200 in mass). The slits at waist were left in 

the same position as for the reference case. The total 
separation is achieved.  

The High and Medium Resolution Sections 
Two different spectrometers, HRMS an MRMS are 

provided for the SPES project. The HRMS is used to obtain 
the ions of interest, because it removes isobar ions coming 
from the source, the MRMS is used to clean the nominal 
beam from contaminants introduced by charge breeder. 

The first separation stage is represented by HRMS placed 
on a 260 kV platform, this separator is constituted by six 
quadrupole lens, two exapole lens, two dipole and one 
multipole lens placed in the symmetry plane of the system 
to fix the high order aberration. 

 

Figure 3: beam multiparticle envelopes in vertical (y) and 
horizontal direction (x).  

The reference beam is 1132 Sn  with normalized 
emittance in both planes equal to 0.0014 π mm mrad. The 
HRMS is able to separate different isobar with 
M/M=1/20000 and W= ±5eV (Fig. 4).  

 

Figure 4: phase spaces at the HRMS dipole slits. The three 
beam separated of 1/20000 in mass. 

After the charge breeder, the next spectrometer is the 
MRMS, placed on a 120 kV platform. 
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The reference beam is 19132 Sn  with normalized 
emittance equal to 0.1 π mm mrad in both planes.  The goal 
in resolving power of this spectrometer is 1000 is achieved 
(Fig.7).  

 

Figure 5: phase spaces at the MRMS slits. The three beam 
separated of 1/1000 in mass. 

This separator is composed by four quadrupole lens, two 
dipole and one multipole lens placed in the symmetry plane 
of the system to fix the high order aberration. 

The MRMS parameters are listed: bending angle 90˚, 
bending radius 0.75 m, edge angles 33.35 ˚, width ±350; 
sextupole correction is provided by entrance and exit 
poleface curvature, the magnetic induction field for the test 
case is 0.203 T. The below Table 1 shows the mass 
spectrometers parameters and dipoles features. 

 

 Table 1: Medium and High Spectrometer Performances 

Parameter MRMS ࡿࡹࡾࡴ 

Input norm. emittance rms 
[mm mrad] 

0.1 0.0014 

Emittance growth 10% 3% 

Resolution at 99% W = 0 1/2000 1/60000 

Res. at 99% W = ±5eV 1/1000 1/20000 

 
The transfer line for the MRMS connects the CB to the 

RFQ via MRMS. The input Twiss parameters used for the 
beam dynamic calculation were obtained via a simulation 
of the Charge Breeder extraction system; KOBRA3d, as 
described in [6].  

The beam input is spatially Gaussian distributed, while 
an energy spread of W =  5 eV is implemented. The 
beam charge is equal to +19  with an A/q= 6.9. The Twiss 
parameters and emittances are set as follows: yx , = -3.23, 

yx , = 0.07 mm/ π mrad; the normalized rms emittance is 

chosen to be rmsn, = 0.1 π mm mrad, with an equivalent 

geometric emittance at 99% of %99,geo = 230.9 π mm 

mrad. 
The beam injection from the charge breeder extraction 

to the object point is given by a solenoid and a magnetic 
triplet. The HV platform ensures a low beam divergence 
and reduces the effect of the W/W term. After the 
selection (1/1000), the beam is matched in transverse 
planes and dispersion to the RFQ via a magnetic dipole, a 

set of triplets and two solenoids. The magnetic dipole is 
used in order to keep under control the dispersion 
generated at the MRMS.  

The accelerator columns were modelled via field map, in 
order to take into account their focusing and defocusing 
effect.  

 

Figure 6: beam multiparticle envelopes in vertical (y) and 
horizontal direction (x).  

An emittance growth occurs after the medium separation 
stage, and it is equal to 10%. 

 In order to check the beam transmission to ALPI, the 
normal conductive RFQ [7,8] were modelled via 
TOUTATIS. The total nominal beam losses at the exit of 
the RFQ are about the 7.6%. The longitudinal rms 
emittance at the exit of the RFQ is rmslong ,  = 0.69 π MeV 

deg, the entry kinetic energy is 760 keV, while the exit 
energy is 93.9 MeV. 

In order to test the transfer line focusing elements 
sensibilities, an error study was performed. The input beam 
errors and the MRMS’ dipole sensibilities were analysed 
separately. The set of error applied for the triplets are 
shown in Table 2. 

Each error follows an independent uniform distribution 
between the values expressed in Table 2. 2000 runs ensure 
the needed statistic. The final average output longitudinal 
emittance at the exit of the RFQ resulted rmslong , = 0.78 π 

MeV deg with a standard deviation of 0.030 π MeV deg. 
The resulted beam losses are shown in Fig. 9. The average 
losses are 7.56%, and the standard deviation is 0.98%.  

 

Table 2: Quadrupole Magnet Errors 

Error type Value 

Translation in 
transverse plane ±100 µm 

Tilt in transverse 
plane ±0.15˚ 

Gradient error ±0.3% 

Multipolar 
component ±0.6%  

 

Proceedings of HB2014, East-Lansing, MI, USA TUO4AB01

Heavy Ion and Rare Isotope Machines

ISBN 978-3-95450-173-1

223 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



 

Figure 7: Total beam losses after the RFQ due to 
quadrupole errors define in Table 3. 

A 5 MHz buncher, which will be coupled with a 
chopper system, is foreseen in order to perform certain 
experiments: its effect and position were studied. The 
voltage applied is VT= 325 V. Table 3 reports the results. 

 

Table 3: Buncher Performances. 

Set up transmissions ࢙࢘,ࢍࢿ [π MeV deg] 

Buncher off 92.4% 0.69 

Buncher on 40.6% 0.16 

 

The Acceleration Section 
The MEBT line connects the output beam from the RFQ 

to the LINAC ALPI. A 19132 Sn  beam was simulated, with 
an A/q = 6.9.  

The simulation was performed with the field maps of the 
quarter wave’s cavies, in order to take into account their 
vertical misalignment effect on the beam. [9] 

The beam can be boosted to the maximum energy with 
76 QWR cavities at the maximum field. All cavities work 
with the maximum performance: QWR1- QWR 2=4 
MV/m; CR03- CR 18=4.5 MV/m; CR 019- CR 20=6.5 
MV/m. However, to reduce field of the bending magnet at 
the exit of structure last two cryostats from twenty should 
be off. The final energy in this case will be 9.04 MeV/A. 
Maximum limit of gradient of the quadrupole is 30 T/m. 
Maximum used gradient was < 25 T/m. Losses obtained in 
calculations are lower than 3% (mainly located at the first 
part of ALPI).  

CONCLUSIONS 
SPES post accelerator beam design has involved the 

study of many critical devices, and the overall optimization 
to distribute the criticality. The beam transport lines from 
CB to ALPI are now specified and we are tendering the 
magnets. 

The mechanical design of RFQ and HRMS will be 
completed during 2015, and procurement procedure will 
follow. 

  
 

 

Figure 8: beam multiparticle envelopes in vertical (y) and 
horizontal direction (x) in the MEBT and ALPI LINAC 
section. 

 

Figure 9: ALPI LINAC longitudinal acceptance.   
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BEAM PHYSICS CHALLENGES IN RAON* 

Ji-Ho Jang, Dong-O Jeon#, Hyojae Jang, Hyung Jin Kim, Ilkyoung Shin, IBS, Daejeon, Korea 
Ji-Gwang Hwang, Eun-San Kim, KNU, Daegu, Korea 

 

Abstract 
Construction of the RAON heavy ion accelerator 

facility is under way in Korea. As high intensity 400 kW 
superconducting linac (SCL) is employed as a driver, 
beam physics aspects are carefully studied. The SCL is 
based on lattice consisting of cryomodules and 
quadrupole doublets. Beam dynamics studies for the 
RAON has progressed to cover start-to-end simulations 
and machine imperfection studies confirming beam loss 
less than 1 W/m. At present, prototyping of major 
components are proceeding including 28 GHz ECR ion 
source, RFQ, superconducting cavities, magnets and 
cryomodules. First article of prototype superconducting 
cavities have been delivered that were fabricated through 
domestic vendors. Prototype HTS quadrupole is under 
development. Progress report of the RAON accelerator 
systems is presented. 

INTRODUCTION 
The RISP (Rare Isotope Science Project) is developing 

a heavy ion accelerator called RAON, and experimental 
facilities. One of the characteristics of RAON facility is 
that it will be able to supply RI beams with both IF (In-
flight Fragmentation) and ISOL (Isotope Separator On-
Line) methods [1,2]. The layout of the facility is given in 
Fig. 1. 

The RAON consists of a driver linac and a post linear 
accelerator. The driver linac includes an injector of an 
ECR ion source, an RFQ, and a SCL (superconducting 
linac) called SCL1 and SCL2 which are separated by a 
90° charge selection section. It can accelerate uranium 
beams up to 200 MeV/u and proton beams up to 600 MeV 
as summarized in Table 1. The stable ion beams with 
beam power up to 400 kW are delivered to the IF target 
and various experimental areas. The post linac is used to 
accelerate RI beams which are generated by the ISOL 
facility. A cyclotron delivers 1 mA 70 MeV proton beams 
to the ISOL target. The cyclotron has dual extraction ports 
with thin carbon foils for charge exchange extraction of 
H- beam. The rare isotope beams generated by the ISOL 
system is accelerated by a chain of post accelerators 
including RFQ and another superconducting linac, SCL3. 
The RI beams can be delivered into the low energy 
experimental hall or can be injected through P2DT to the 
SCL2 in order to accelerate to higher energy.  

Construction of the RAON heavy ion accelerator 
facility started on December 2011. The design of the 
accelerator systems has progressed, and prototyping of 
critical components and systems have been materialized. 

In this paper, the status of the RAON accelerator systems 
is presented along with beam dynamics design and 
prototyping progress. 

 

 

Figure 1: Layout of RAON Linac. 

 

Table 1: Beam Specification for the Driver Linac 

Parameters H+ O8+ Xe54+ U79+ 

Energy 

[MeV/u] 
600 320 251 200 

Current [pμA] 660 78 11 8.3 

Power on target 

[kW] 
>400 400 400 400 

 

DRIVER LINAC 

Injector 
The injector of RAON driver linac consists of a 28 

GHz ECR ion source, an LEBT (Low Energy Beam 
Transport), a 500 keV/u RFQ (Radio-Frequency 
Quadrupole), and a MEBT (Medium Energy Beam 
Transport) [1, 3]. 

The two-charge-state (33 and 34) uranium beams are 
injected into the RFQ in order to achieve the required 
beam power of 400 kW at the IF target. The electrostatic 
quadrupoles are used to focus the two charge state beams. 
We considered a multi-harmonic buncher and a velocity 
equalizer for reducing the longitudinal rms beam 
emittance. The beam envelope in the LEBT is shown in 

 ___________________________________________  
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Fig. 2 which is calculated by TRACK code [4].  
 

 

Figure 2: Beam envelope in the LEBT. 

 
The RFQ accelerates the stable ion beams from 10 keV/ 

u to 500 keV/u. The 81.25 MHz RFQ operates in CW 
mode.  The design parameters are summarized in Table 2. 
Figure 3 shows    the    PARMTEQ    simulation    results 
[5].   The transmission rate becomes more than 98% and 
the total length is about 5 m. 

 

Table 2: RAON RFQ Specifications 

Parameters Value 

Particles Proton to 238U33+,34+ 

Frequency 81.25 MHz 

Input / Output Energy 10 keV/u / 500 keV/u 

Transmission 98% 

Peak Surface Field 1.7 Kilpatrick 

Operation Mode CW 

Length 4.94 m 

 

Figure 3: PARMTEQ simulation result of the RFQ. 

The MEBT consists of 3 buncher cavities and 8 
quadrupole magnets for longitudinal and transverse beam 
manipulations [1, 6]. The TRACK simulation results are 
given in Fig. 4 for the beam envelope and particle 
distributions in transverse phase spaces. 

The prototype ECR ion source and the prototype RFQ 
of one section are finished as shown in Fig. 5 and Fig. 6. 
The low temperature test of the assembled 
superconducting magnet is in progress for the ECR ion 
source. The RF test of the RFQ prototype is also going on. 

 

 

Figure 4: RMS beam envelope in RAON MEBT (upper 
plot) and particle distribution at the entrance of SCL 
(lower plot). 

 

 

Figure 5: Assembled ECR superconducting magnet (left) 
and fabricated cryostat (right) of ECR ion source. 

 

Figure 6: Fabricated RFQ prototype. 
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Superconducting Linac 
The SCL of RAON driver linac consists of a low 

energy part of SCL1, a CSS (Charge Selection Section) 
and a high energy part of SCL2 [1, 7].  SCL1 uses two 
different type of cavities, QWR (Quarter Wave 
Resonator) and HWR (Half Wave Resonator), in order to 
accelerate uranium beams up to around 18 MeV/u. The 
charge stripper in CSS generates higher charge states of 
around 79 for the uranium beams. The CSS selects 5 
charge states from 77 to 81. SCL2 uses two different type 
of SSR (Single Spoke Resonator) cavities, SSR1 and 
SSR2, in order to accelerate beams up to 200 MeV/u. The 
design parameters of the RAON superconducting cavities 
are summarized in Table 3 [7]. The energy gain in each 
type of cavities is given in Fig. 7 [1].  The required 
number of cryomodules and cavities are summarized in 
Table 4. 
 

Table 3: RAON Superconducting Cavity Parameters 

Parameters Unit QWR HWR SSR1 SSR2 

Frequency MHz 81.25 162.5 352 325 

βg  0.047 0.12 0.30 0.51 

Q 109 2.1 4.1 9.2 10.5 

QRs Ω 21 42 98 112 

R/Q Ω 468 310 246 296 

Eacc MV/m 5.2 5.9 6.9 8.6 

Epeak/Eacc  5.6 5.0 6.3 7.2 

Bpeak/Eacc mT/(MV/m) 9.3 8.2 6.63 7.2 

 

Figure 7: Energy gain in RAON SCL cavities as a function
of relativistic β. 

 

Table 4: Cavities and Cryomodules in Driver SCL Linac 

 SCL11 SCL12 SCL21 SCL22 

Cryomodule # 22 13 19 23 23 

Cavity #/CM 1 2 4 3 6 

Cavity Type QWR HWR HWR SSR SSR 

The RAON superconducting linac adopts a double 
lattice structure with normal conducting magnets. Hence 
only one QWR cavity is installed in the cryomodule for 
reducing beam loss generated by machine imperfection. 
In order to avoid an envelope instability and a parametric 
resonance through the superconducting linac, transverse 
and longitudinal phase advances are set under 90 degrees 
and their ratios are kept about 0.8 expect small region for 
beam matching. For large beam acceptance, the 
synchronous phases of SCL cavities are ramping from 
lower values. The TRACK simulation result of SCL1 and 
SCL2 is given in Fig. 8 [8]. The rms beam size is less 
than 3 mm through the superconducting linac. The 
normalized rms emittance growth is given in Fig. 9 [8]. 
The transverse emttance growth is negligible and the 
longitudinal emttance growth is not so large. 

 

Figure 8: RMS beam envelope in RAON driver linac: (a) 
SCL1 and (b) SCL2. 

 

Figure 9: RMS emittance growth in the driver linac: (a) 
SCL1 and (b) SCL2. 
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The final energy of some stables ions are given in Fig. 
10 at the driver linac [8]. 

 

 

Figure 10: Final energy of stable ions in driver linac. 

 
We used the 2nd order achromat theory [9] in the design 

of CSS region in order to select 5 charge states of 
uranium beams and reduce their emittance growth. The 
TRACK simulation result is given in Fig. 11 and the 
particle distribution in horizontal phase space at the center 
of the bending section is given in Fig. 12. 

 

 

Figure 11: RMS and maximum beam envelope in charge 
selection section of the driver linac. 

 

 

Figure 12: Particle distribution of 5 charge states at the 
center of charge selection section of the driver linac. 

 
The effects of machine imperfection on beam 

transmission were studied [10]. The values of 
misalignment, amplitude and phase errors are summarized 
in Table 5. The result is given in Fig. 13. The upper plot 
of the figure shows the beam loss in unit of W/m. The 
loss is less than 1 W/m even without the orbit correction. 
The region with the beam loss higher than 1 W/m is the 
charge stripper region. The lower plot shows the beam 
center deviation under the machine imperfection. 

The fabrication of the prototype SCL cavities is 
finished as shown in Fig. 14 and their vertical tests are in 
progress. The prototype cryomodules  are under 
construction in domestic companies as shown in Fig. 15. 

 

Table 5: Machine Imperfection of the Lattice in the 
RAON Driver Superconducting Linac 

Parameters Quadrupole Cavities 

Displacement [mm] ±0.15 ±1.0 

Rotation [mrad] ±5 ±5 

Amplitude or field [%] ±1 ±1 

Phase [deg]  ±1 

 

 

Figure 13: Beam loss and deviation of beam center due to 
machine imperfection. 

 

Figure 14: Prototype of the SCL cavities: QWR(left), 
HWR (middle), SSR (right). 

 

Figure 15: The prototype cryomodule for QWR (left) and 
HWR (right) cavities . 
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POST ACCELERATOR 
The post accelerator consists of an post injector and 

another superconducting linac, SCL3 [1]. The injector 
includes an 18 GHz ECR ion source, an LEBT, a 400 
keV/u RFQ, and a MEBT. The ECR ion source will be 
used in the beam commissioning and test of the post 
accelerator. The LEBT matches RI beams from ISOL 
system into the post RFQ. The reference particle of RI 
beams is 132Sn with A/q of about 8 which are generated by 
charge breeders in the ISOL facility. The input beam 
energy of the RFQ is  5keV/u and the output energy is 
400 keV/u. The post MEBT includes 6 quadrupole 
magnets and 2 buncher cavities for beam manipulation in 
transverse and longitudinal directions, respectively. 

The SCL3 uses the same type of QWR and HWR 
cavities as in the SCL1 and the lattice structure is also 
doublet as the SCL1 [1,8]. Fig. 16 shows the rms beam 
envelope in SCL3. It is less than 3 mm in almost all 
region of SCL3. 
 

 

Figure 16: RMS envelope in SCL3. 

 
The P2DT is a beam transport line between SCL3 and 

SCL2 for further acceleration of the RI beams. There is a 
charge stripper at the entrance of P2DT line and it makes 
Sn beams of the single charge state to 3 charge states, 45, 
46 and 47. The bending angle of P2DT line is 180 degrees 
as shown in Fig 1. It is separated into two 90-degree 
bending sections. Each bending sections satisfies the 2nd 
order achromatic condition. TRACK simulation result is 
given in Fig. 17 through 180 degree bending section. The 
particle distribution in horizontal phase space at the center 
of the first 90-degree bending section is given in Fig. 18. 

 

Figure 17: Beam envelope in P2DT line. 

 

 

Figure 18: Particle distribution of 3 charge states at the 
center of the first 90-degree bending section in P2DT. 

 

CONCLUSION 
This work summarized the beam dynamics design and 

the status of development of critical components in the 
RAON linac facilities. The optimization study of beam 
dynamics is in progress. The development of prototype 
ECR ion source and RFQ is finished. The low 
temperature test of the assembled superconducting 
magnets in the ion source and the RF test of the prototype 
RFQ of one section will be finished in near future. The 
prototype cavities for RAON SCL have been fabricated 
and their vertical tests are in progress. The fabrication of 
the cryomodules is almost finished. 

REFERENCES 
[1] D. Jeon et al, J. Korean Phys. Soc. 65, 1010 (2014). 
[2] D. Jeon and H.J. Kim, “Staus of the RAON Heavy 

Ion Accelerator Project”, WEIOB03, LINAC 2014, 
Geneva, Switzerland (2014).   

[3] I.S Hong et al,  Rev. Sci. Instrum. 85, 02A709 (2014). 
[4] P.N. Ostroumov, V.N. Aseev and B. Mustapha, 

TRACK, ANL Technical Note, Updated for version 
3.7. 

[5] K.R. Crandall et al, RFQ Design Codes, LA-UR-96-
1839. 

[6] H.J. Kim, et al, J. Korean Phys. Soc. 65, 1249 (2014). 
[7] H.J. Kim et al, “Superconducting Linac for RISP”, 

MOPP082, LINAC 2014, Geneva, Switzerland 
(2014). 

[8] H.J. Jang et al, “Beam Dynamics Study for RAON 
Superconducting”, MOPP080, LINAC 2014, Geneva, 
Switzerland (2014). 

[9] K. L. Brown, “A Second-order Magnetic Optical 
Achromat”, IEEE translation on Nuclear Physics, 
NS-26, p. 3490, June 1979. 

[10] J.K. Hwang et al, “Estimation and Correction of the 
Uncontrolled Beam Loss due to the Alignment Error 
in the Low-Energy Linear Accelerator of RAON”, 
May 2013, IPAC 2013, p. 2570 (2014) ; 
http://www.JACoW.org 

 

TUO4AB02 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

230C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Heavy Ion and Rare Isotope Machines



BEAM DYNAMICS STUDIES FOR THE FACILITY FOR RARE ISOTOPE
BEAMS DRIVER LINAC∗

M. Ikegami†, Z. He, S.M. Lidia, Z. Liu, S.M. Lund, F. Marti, E. Pozdeyev, J. Wei, Y. Yamazaki,
Q. Zhao, Y. Zhang, Facility for Rare Isotope Beams, Michigan State University, MI 48824, USA

Abstract
The Facility for Rare Isotope Beams (FRIB) is a high-

power heavy ion accelerator facility presently under con-
struction at Michigan State University to support nuclear
physics. FRIB consists of a driver linac and experimental
facility, and the linac accelerates all stable ions including
uranium to kinetic energies of more than 200MeV/u and con-
tinuous wave beam power up to 400 kW. This beam power is
more than two orders of magnitude higher than the existing
heavy ion linac facilities, resulting in various beam dynam-
ics challenges for the driver linac. In this paper, we review
these challenges for the FRIB driver linac and undergoing
studies to address them.

INTRODUCTION
The Facility for Rare Isotope Beams (FRIB) is a high-

power heavy ion accelerator facility now under construction
at Michigan State University under a cooperative agreement
with the US DOE [1]. Its driver linac operates in CW (Con-
tinuous Wave) mode and accelerates all stable ions to kinetic
energies above 200 MeV/u with the beam power on target
up to 400 kW. This novel facility is designed to accelerate
and control multiple ion species simultaneously to enhance
beam power. The linac has a folded layout as shown in Fig. 1,
which consists of a front-end, three Linac Segments (LSs)
connected with two Folding Segments (FSs), and a Beam
Delivery System (BDS) to deliver the accelerated beam to
the production target. The front-end consists of two ECR
(Electron Cyclotron Resonance) ion sources, a normal con-
ducting CW RFQ (Radio Frequency Quadrupole), and beam
transport lines to separate, collimate, and bunch the multi-
ple ion charge states emerging from the ECR sources. Ion
sources are located on the ground level (not shown in Fig. 1)
and an extracted beam from one of two ion sources is deliv-
ered to the linac tunnel through a vertical beam drop. In the
FRIB driver linac, superconducting RF cavities are exten-

∗ Work supported by the U.S. Department of Energy Office of Science
under Cooperative Agreement DE-SC0000661.

† ikegami@frib.msu.edu

Figure 1: Schematic layout for the FRIB driver linac.

sively employed. After acceleration up to 0.5 MeV/u with
a normal conducting RFQ, ions are accelerated with super-
conducting QWRs (Quarter Wave Resonators) and HWRs
(Half Wave Resonators) to above 200 MeV/u. There are two
types each for QWRs (β = 0.041 and 0.085) and HWRs
(β = 0.29 and 0.53). The frequency and aperture diameter
for QWRs are 80.5 MHz and 36 mm respectively, and those
for HWRs are 322 MHz and 40 mm respectively. We have
three β = 0041 cryomodules with four cavities each and
11 β = 0.085 cryomodules with eight cavities each in LS1
(Linac Segment 1). We have 12 β = 0.29 cryomodules with
four cavities each and 12 β = 0.53 cryomodules with six cav-
ities each in LS2 (Linac Segment 2). There are 6 β = 0.53
cryomodules followed by a space to add cryomodules for
future upgrade. The total number of superconducting RF
cavities is 330 including those for longitudinal matching
in the Folding Segments. Transverse focusing in the super-
conducting linac sections is provided by superconducting
solenoids (8 Tesla, 20 mm bore radius). It is unique to have
such large scale linac sections with low-β superconducting
RF cavities together with multi-species transport at high CW
power. This poses beam dynamics challenges specific to the
FRIB driver linac.
In addition to realizing high CW beam power, stringent

beam-on-target requirements are imposed for the FRIB
driver linac to support novel experimental program it nuclear
physics. It is of essential importance at these high power
levels to control and mitigate beam losses to avoid damage
and excessive radio-activation of accelerator components.
Detection of beam losses and halo collimation are major
elements of beam loss mitigation, both of which requires
careful beam dynamics considerations in their design.
In this paper, beam dynamics studies now under way in

support of the FRIB driver linac are reviewed. We briefly
outline five major areas and their particular challenges.

SPACE-CHARGE EFFECTS AT LOW
ENERGY FRONT-END

While the FRIB driver linac is at the frontier of CW power,
its space-charge intensity is modest as high average beam
power is realized by CW operation. Due to this modest inten-
sity, space-charge effects are negligible for most of the FRIB
driver linac. The exception to this in the front-end where
the beam kinetic energy is low. Space-charge effects are
especially important for beam transport between the ECR
ion source and the first bending magnet for charge selection.
Species with unwanted charge states are transported together
with the (typically) two desired species in this section. This
increases space-charge intensity by a factor of 15 (typical).
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Transverse focusing is provided with two solenoid magnets
in this section, and the field from the upstream one is signifi-
cantly overlapped with the solenoid field of ECR ion source.
The section includes a ∼ 50 kV grated electro-static gap to
accelerate ions to 12 keV/u. The gap field overlaps with the
fringe field of the downstream solenoid magnet. These over-
lapped applied fields are modeled in detail with the Warp
code [2] to evaluate space-charge effects and the influence
of the structure of the beam emerging from the ECR sources.
We are investigating the sensitivity of operating points on
the initial distribution including space-charge [3]. Figure 2
shows a typical phase space distribution obtained with the
Warp code. The simulations are deepening our understand-
ing on underlying physics of transport in this section due
to many species (∼ 20) with space-charge, magnetized ions
with large canonical angular momentum emerging from the
ECR, coupled solenoid focusing with overlapping elements,
and acceleration. Preliminary results are encouraging and
simulations are being extended to the downstream part of the
front-end to more throughly evaluate space-charge effects in
the initial species separation and collimation.

Figure 2: Typical phase-space distribution near ECR front-
end obtained with the Warp code. Top: initial distribution,
and bottom: distribution before entering the first bending
magnet. Left: Real space beam density for all species com-
bined, middle: that for U33+, and right: phase space distri-
bution for all species combined.

MULTI-CHARGE STATE
ACCELERATION

It is difficult to have sufficiently high beam intensity from
ECR ion sources for some of heavy ion species. We plan to
accelerate several charge states simultaneously to overcome
this limitation. In the FRIB driver linac, we plan to acceler-
ate up to two charge states before the charge stripper located
after LS1, and up to five charge states after the stripper. As
beam components with different charge states gain energy in
the RF cavities, they undergo synchrotron oscillations with
significantly different amplitudes. They also have different
transverse betatron oscillations due to differences in mag-
netic rigidity. This necessitates a second order achromat for
the arc sections in FS1 and FS2 to suppress emittance growth
due to dispersion. The components with different charge

states must overlap each other both transversely and longi-
tudinally to meet stringent on-target requirements. These
requirements include the spot size containing more than 90
% of the beam of smaller than 1 mm in real space and ±5
mrad in divergence angle at the target. Also, the 95 % bunch
length and energy spread should be smaller than 3 ns and
±0.5 %. This poses a significant challenge for machine tun-
ing. There also are requirements at the stripper to minimize
potential degradations in beam quality from stripping. We
have confirmed by multi-particle simulation with the IM-
PACT code [4] that the requirements can be met as shown in
Fig. 3. Studies are now underway to identify efficient tuning
methodologies. More detailed discussion on this topic will
be found in [5].

Figure 3: On-target phase space distribution for a five-charge-
state uranium beam simulated with IMPACT. Left: horizon-
tal, middle: vertical, and right: longitudinal phase-space
plane. Different colors represent different charge states.

NON-AXISYMMETRIC FIELD
COMPONENT OF QUARTER WAVE

RESONATORS
We adopt QWRs (Quarter Wave Resonators) in LS1

(Linac Segment 1) with superconducting solenoid magnets
for transverse focusing. LS1 includes 100 QWR cavities.
Non-axisymmetric field components exist in QWRs due to
geometrical asymmetries. Among these non-axisymmetric
components, the effect of dipole field components have
been extensively studied and mitigation schemes have been
developed [6, 7]. We are presently studying the effect of
quadrupole components of field assymetries [8, 9]. While
the quadrupole component is typically small, its effect can
accumulate over a number of QWRs. Because we employ
solenoid focusing in LS1 and frequently steer to compensate
for misalignments, the matched beam develops significant
deviations from transverse rotational symmetry about the
longitudinal axis only if non-axisymmetric field components
(quadrupole and higher) of QWRs are not negligible. Asym-
metries between the horizontal and vertical planes induced
by the quadruple field component in LS1 is shown in Fig. 4.
Tuning methodologies is being studied using IMPACT code
and reduced models, and mitigation schemes shall be imple-
mented on that basis.

BEAM LOSS DETECTION
In addition to minimizing prospects of beam losses by

careful linac design, careful planning of potential fault situa-
tions is crucial. Detection of beam losses is a key to realize
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Figure 4: Horizontal and vertical plane beam envelopes in
LS1 including quadrupole field components of QWRs. Blue:
horizontal with the IMPACT code [4], red: horizontal with
thin lens model [8], green: vertical with the IMPACT code,
and magenta: vertical with a thin lens model.

high power transport while protecting the machine from
damage or excessive radio-activation. Beam loss monitors
detecting radiation, such as ion chambers, are widely used
in various accelerators. However, it is difficult to employ
these monitors to protect the low energy part of the FRIB
driver linac because lost low energy heavy ions generate
insufficient radiation but still can damage the machine. We
plan to adopt HMRs (Halo Monitor Rings) to mitigate limi-
tations of conventional beam loss monitors [10,11]. A HMR
consists of a fixed aperture made of a thin niobium disk, and
the beam current intercepted by the disk is monitored. The
aperture of a HMR is supposed to be adjusted to intercept
particles which will be lost downstream if there is no HMRs.
A HMR will be placed in every warm section between cry-
omodules. A schematic for HMR is shown in Fig. 5. The

Figure 5: Halo Monitor Ring (HMR). Left: diagnostics
box equipped with a HMR, and right: HMR location in
diagnostics box between cryomodules.

design of HMRs requires careful beam-dynamics consid-
eration of its aperture size and the phase advance between
HMRs. We plan to adopt a similar approach to the design
of the collimator system with multiple jaws although there
is no intent to aggressively collimate halos with HMRs. We
adjust the HMR apertures to limit the acceptance and adjust
the phase advance to adequately to maximize its efficiency
in capturing beam losses. An adjustable aperture HMR is
not employed to avoid the risk of cavity degradation due
to particulates from movable structures. Instead, we plan
to secure adequate tuning margin for solenoid strength to
adjust the relative aperture size to the beam size. IMPACT

simulation studies to confirm feasibility of the design and to
optimize the design parameters are now underway.

COLLIMATOR DESIGN
In the multiple charge-state acceleration in the linac, up

to five charge states are selected at a charge selector placed
after the charge stripper. The charge selector is located in
the FS1 arc section and has two movable jaws on opposite
sides to scrape the beam in the horizontal direction. Differ-
ent charge states are separated horizontally at the location
of charge selector due to lattice dispersion. We can select
specific charge states by adjusting the edge position of the
movable jaws. Each charge state at charge selector intrin-
sically has a halo around the beam core due to large angle
scattering events in the stripper. The halos fill in space be-
tween different charge states transmitted through the charge
selector and form a horizontal halo after exiting the FS1
arc section. There will also be a vertical halo due to large
angle scattering. These halos could cause beam losses in the
downstream sections. It is desirable to mitigate the potential
risk of cavity degradation due to the halo induced beam
losses over long term operation of the machine. Space is
reserved in the lattice between the exit of FS1 arc and the
entrance of LS2 to place a collimator system to eliminate the
halos. The base design calls for two collimators each for the
horizontal and vertical directions, and each collimator has
two movable jaws on both sides of the beam. The feasibility
of this design has been confirmed by simulations with the
IMPACT code (see Fig. 6) which shows that a halo expected
from the stripper can be effectively scraped while preserving
core intensity. More elaborate simulations are planned to
further explore possible issues involved with collimation of
the stripper induced halo.

Figure 6: Simulated phase space distribution at the entrance
of LS2 with (left) and without (right) halo collimation. An
artificial halo is generated at the exit of FS2 arc section
which covering the most part of transverse acceptance of
the transport line to demonstrate the effectiveness of the
collimation.

SUMMARY
Beam dynamics studies now under way for the FRIB

driver linac has been reviewed with emphasis on five areas
for particular beam dynamics challenges.
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Due to modest beam intensity, space charge effects are not
important for most of the linac, which is a notable difference
from other high power accelerators. The only exception
to this is in the front-end where the beam kinetic energy
is sufficiently low before the RFQ. We are developing a
detailed model for the front-end utilizing the Warp code.
This should aid in addressing any issues that may occur in
machine commissioning and augment limited diagnostic
capabilities near the sources.
To have the flux on-target, we plan to accelerate multi-

charge-state beams (both from ECR sources and after a
stripper) which poses tuning challenges to meet stringent
beam-on-target requirements. We extensively adopt super-
conducting cavities from low β section with superconduct-
ing solenoids for transverse focusing. It also poses a spe-
cific challenge for tuning where it is required to deal with
non-axisymmetric coupled beams. Careful design of tuning
methodologies is one of important issues for beam dynamic
studies for the FRIB driver linac.

Both detection of beam losses and halo collimation require
careful consideration of beam dynamics for effective designs.
For beam loss detection, the design of HMRs should be
fully optimized consistent with considerations from beam
dynamic simulations to mitigate the intrinsic difficulty in
detecting losses of a low energy heavy ions while minimizing
potential risks of adverse effects. We may need an more
accurate stripper model to better evaluate the design of the
halo collimator system following the stripper.
The topics which has not been covered in this paper yet

having significant importance include fault studies to iden-
tify fault recovery scenarios and to optimize the MPS (Ma-
chine Protection System) design, and model-based tuning in

switching ion species to realize good availability. Elaborated
studies are actively conducted at FRIB on all the front.
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INSTABILITIES AND SPACE CHARGE∗

M. Blaskiewicz†, K. Mernick
BNL, Upton, NY 11973, USA

Abstract
The coherent stability problem for proton and heavy ion

beams is reviewed. For all but the highest energies space

charge is the dominant coherent force. While space charge

alone appear benign its interaction with other impedances

is less clear. The main assumptions used in calculations

and their justifications will be reviewed. Transverse beam

transfer function data from RHIC will be used to compare

theory and experiment and some pitfalls will be discussed.

MODELING THE TRANSVERSE FORCE
The effect of space charge on longitudinal instabilites goes

back to early work on the negative mass instability [1]. Early

work on coasting beam transverse instabilities included the

effect of space charge as well [2]. Both these treatments

used a leading order approximation with a longitudinal force

proportional to the derivative of the instantaneous current

and a transverse force

Fx = κI (τ)[x − x̄(τ, t)] (1)

where τ is the particle arrival time with respect to the syn-
chronous particle, t is time, I (τ) is the instantaneous current,
x is the transverse coordinate and x̄(τ, t) is the transverse
centroid position as a function of longitudinal coordinate

and time. The constant κ depends on the beam radius. There

are several assumptions [3]:

1. The fields are electrostatic in the comoving frame.

2. The wavelength of perturbations in the comoving frame

are long compared to the beam radius.

3. The unperturbed transverse distribution is KV, resulting

in a constant density within the beam at a given τ.
4. First order perturbation theory is used.

5. The fields due to boundary conditions are neglected.

For small perturbations the nonlinearities due to images

do not depend on the beam dynamics and will be subsumed

in a generic octupolar force. For direct space charge actual

beams are generally not KV and the accuracy of Eq. (1) has

been studied in [4–8] within the context of coasting beams.

It was found that the nonlinearity due to direct space charge

is relevant only when other forms of damping are present.

Space charge enhances damping due to lattice nonlinear-

ity if the betatron tune increases with betatron amplitude.

Changing the sign results in less damping that without space

charge. The tune shift with amplitude due to short strong

quadrupoles has the right sign and works in both planes [9].

Figures 1 and 2 show threshold diagrams where ΔQ0

is the complex tune shift an undamped beam would have.

∗ Work performed under the auspices of the United States Department of
Energy

† blaskiewicz@bnl.gov
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Figure 1: Threshold diagrams for tune spread due to chro-

matic tune spread with space charge. Average space tune

shifts are quoted and the rms chromatic tune spread is 0.1.

Stable tune shifts for damped beams are below the curves.

The unperturbed transverse action distribution is F0(J) =
(3/J0)(1 − J/J0)2 and space charge is modeled as an inter-
particle force containing linear and cubic terms [3]. The

ratio of the tune spread to the average tune shift matches

that for a round gaussian beam. These solutions are for

one dimensional motion and the expresion for the theshold

impedance as a function of coherent beam tune is a rational

function of three different dispersion integrals [5][Eq. (31)].

As is clear from the plots these effects are important if true

and we go on to test them with particle tracking.
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Figure 2: Threshold diagrams for tune spread due to oc-

tupoles with space charge. Average space charge and oc-

tupolar tune shifts are quoted and a chromatic tune spread

of 0.01 is also included.

When both transverse dimensions are included and the

space charge is modeled more accurately, certain forms of
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Figure 3: Initial particle distribution and space charge

smoothing function used in simulations. 50,000 particles

were tracked. Increasing the number of particles by a factor

of 5 and increasing the update rate by a factor of 5 had no

significant impact.
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Figure 4: Tune distributions used in the tracking.

the dispersion relation have been conjectured [4, 7, 8] but

reliable solutions appear to require tracking. Consider the

simple model

dpx j

dθ
+Qx x j = Co x j (x2j + p2x j ) − δQ j x j (2)

+ Csc

Np∑
m=1

x j − xm
ε2 + (x j − xm )2 + (y j − ym )2

+
2

Np

Np∑
m=1

Im(ΔQ0)pxm − Re(ΔQ0)xm

dx j

dθ
−Qxpx j = −Copx j (x2j + p2x j ) + δQ j px j . (3)

In the first lines of Eq. (2) and (3) θ is the azimuth which in-
creases by 2π each turn, Qx is the bare horizontal tune, δQ j

is the chromatic tune shift for particle j andCo characterizes

the strength of the octupolar tune shift. In the second line

of Eq. (2) Csc characterizes the strength of the space charge

force with smoothing length ε . The third line of Eq. (2)
contains the impedance like forces. For no tune spread the

beam centroid oscillates with real tune Qx + Re(ΔQ0) and
grows in amplitude by exp[2πIm(ΔQ0)] each turn. The y
direction has a different central tune and no ΔQ0 terms.

Figure 3 shows inital particle distributions and the smooth-

ing fucntion used in the space charge calculations. The initial

phase space distribution was matched to (1− x2 − y2 − p2x −
p2y )2 and 50,000 particles were tracked with 30 updates per
betatron oscillation. Increasing the number of particles to

250,000 or increasing the update rate to 150 updates per

oscillation had no significant effect on collective modes. Be-

fore considering detuning with amplitude we focus on the

simpler chromatic tune spreads. Figure 4 shows the tune

distributions for chromaticity induced tune spread and space

charge tune spread. Octupolar detuning will be considered

later and initially we drop space charge also, yielding purely

linear equations of motion. Figure 5 shows emittance as a

function of time within the stability boundary for a beam

with Im(ΔQ0) = 0.0002. The magenta curve has fractional
emittance growth per turn exp(4πIm(ΔQ0)/Np ) and follows
from a stochastic cooling model [10].

Figure 6 shows the observed growth rate as a function

of the real tune shift induced by a wall impedance. The

space charge force was evaluated using a fast fourier trans-

form convolution algorithm with a 128 by 128 grid on the

beam and a double up procedure to avoid image forces. The

blue and red curves in Figure 6 are the similar but when

more turns are tracked instabilites can occur later. This is

shown in the magenta curve. It is clear that the tracking

results do not show the increased region of stability shown

in Figure 1. Simulations employing octupolar damping are

shown in Figure 7. As is clear from the figure the threshold

value of the wall impedance depends on the number of turns

tracked. While there is generally a slow, secular increase

in the transverse emittance the growth rates were from data

before significant emittance growth occured. Both Figures 6

and 7 show behavior typical of extended tracking with space

charge. If you wait long enough things almost always go

unstable. This is clearly not physical since beams persist

for hours at RHIC injection energies with space charge tune

shifts far in excess of the synchrotron tune. Other machines,

such as the BNL AGS, can have stable beams for seconds

with space charge tune shifts of order 0.2. This presents
us with something of an impasse. For short runs both Fig-

ures 6 and 7 show that space charge increases the range

of the stable region beyond what would be expected for a

reactive impedance while longer simulations show the re-

verse. To make some sort of headway for bunched beams

we will assume that Equation (1) is sufficiently accurate for

beams of interest. While vastly reducing the theoretical and

computational complexity it should be clear that this is a

fairly strong assumption and that the problem of a correct

transverse force model is unresolved.

Exact solutions using Eq. (1) for transverse modes of a

bunched beam with constant line density within the bunch

are given in appendix II of [11]. Exact longitudinal modes
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Figure 5: Emittance growth for purely linear simulations

within the Vlasov stability boundary. The theory assumes

all particles have imaginary tune Im(ΔQ0)/Np with perfect

phase mixing. The blue curve is just inside the stability

boundary.
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Figure 6: The imaginary part of the tune seen in trackingwith

damping due to chromatic tune spread or frequency spread.

The blue cure is the result of tracking with realistic space

charge for 5000 turns and the red curve is a shifted version

from tracking with no space charge. The magenta curve was

obtained for tracking for 50,000 turns, no significant secular

changes in the beam were observed before the instability

started.

for a bunch with a parabolic current profile are given in [12]

which also reduces the dispersion relation to a polynomial.

The problem can also be cast as a finite eigenvalue prob-

lem [13,14]. In the exact solutions the forces due to space

charge end up being linear in the sense that the depressed

tunes are just numbers, not functions of the longitudinal coor-

dinates. The effect of space charge on transverse instabilites

with smooth longitudinal profiles was studied in [3, 13–21].

The mode expansion technique was shown to be suspect

in [13, 14]. It is not clear how many of the conclusions of

these studies are consistent and it is certainly true that the

broad conclusions presented in [14] are contradicted by [21].
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Figure 7: The imaginary part of the tune seen in trackingwith

damping due to octupolar tune spread. The blue cure is the re-

sult of tracking with realistic space charge for 5000 turns and

the red curve is from tracking with no space charge. The ma-

genta curve was obtained for tracking for up to 50,000 turns.

Data were limitied to regions where no secular changes in the

beam emittance were observed before the instability started.
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Figure 8: Simulation with octupolar tune spread and space

charge. The points with Re(ΔQ0) = −0.018 in Figure 7 were
obtained from this run. Turns 1000 though 5000 yielded

Im(Q) = 0.53×10−4 while the last 1000 turns gave Im(Q) =
1.9 × 10−4.

In the next section we will present some beam transfer func-

tion data from RHIC in hope of providing some clarity

BEAM TRANSFER FUNCTIONS
A beam transfer function (BTF) is obtained when a kicker

is driven at a single frequency and a pickup measures the

phase and amplitue of the beam response at that same fre-

quency. One steps through frequencies and maps out the

beam response [22]. Figure 9 show vertical BTF data from

RHIC for polarized protons at injection. The bunches were

∼ 35 ns at base and the BTFs were take near 250 MHz. The

two sidebands were taken on different days and in different

rings. The peaks of the BTFs were fit with a parabolic cap.
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Figure 9: BTF data from RHIC near 250 MHz with protons

at γ = 25.5. The average beam currents ranged from 0.3 to
1.5 A. Vertical data from the n −Q sidband of the blue ring

are on the left and data from the n +Q vertical sideband of

the yellow ring are offset to the right by 1 kHz.
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Figure 10: Frequency shift of n − Q vertical sideband for

the blue ring.

The frequency was assumed to be a linear function of inten-

sity and a linear drift in time was allowed for. The fitting

results for the two sidebands are shown in Figures 10 and 11.

The average current for a bunch is defined to be

Iavg =

∫
bunch

I2(t)dt

∫
bunch

I (t)dt
(4)

The simulations assume Equation (1) is sufficiently accu-

rate. Given this assumption any representation of collective

forces that leads to Equation (1) will be acceptable. Instead

of using a KV distribution and demanding a small perturba-

tion it is much faster and more accurate to take the force on

particle j to be

Fj = Csc

Np∑
k=1

(x j − xk )λ(τj − τk ) (5)
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Figure 11: Frequency shift of n + Q vertical sideband for

the yellow ring.
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Figure 12: Space charge tune shift as a function of bunch

postion used in the simulations for an average current of

1A. The multi-hump structure is due to the admixture of

9.4MHz and 197 MHz rf voltage.

where x j and τj are the transverse and longitudinal coordi-
nates of the particle kicked, and λ(τ) is a smoothing func-
tion. Care must be taken to keep the smoothing length small

enough and the number of macroparticles (Np) large enough.

Figure 12 shows the incoherent space charge tune shift along

the bunch and Figure 13 shows some simulated BTFs [23].

We were unable to reproduce the shoulder apparent in the

n + Q sideband of the data. Figures 14 and 15 show sim-

ulation results for frequency shift versus time. Agreement

with the data is not good. One possible cause for the dis-

crepancy is that the transverse emittance of the RHIC beam

is a function of beam intensity. That would cause the space

charge impedance to be a function of intensity. It is also

likely that the broad band impedance is not the same in the

two rings. Impedance measurements using kicked beams

show differences by a factor of 2 [24]. We plan to take more

data with both sidebands from each ring and to monitor and

or control the transverse emittance.
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Figure 13: Simulated BTF with Zsc = 44MΩ/m and

Zwall = 5MΩ/m. The average beam currents were 1, 0.66,

0.33, 0.10A.
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Figure 14: Simulated frequency shift of n −Q vertical side-
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THRESHOLDS OF THE HEAD-TAIL INSTABILITY IN BUNCHES WITH
SPACE CHARGE

V. Kornilov, O.Boine-Frankenheim, GSI Darmstadt, and TU Darmstadt, Germany
C. Warsop, D. Adams, B. Jones, B.G. Pine, R. Williamson, STFC/RAL/ISIS, Oxfordshire, UK

INTRODUCTION
Head-tail instabilities are expected to be one of the main

limitations of the high-intensity operation in the future
SIS100 synchrotron of the FAIR facility [1], especially for
the heavy-ion bunches [2]. This instability is already begin-
ning to limit the operation at the highest intensities in the
ISIS spallation neutron source [3] at the Rutherford Apple-
ton Laboratory in the UK. General ISIS bunch parameters,
especially the space-charge conditions, are similar to the ex-
pected heavy-ionbeams in SIS100, thus it might be possible
to use the physical insight and the experience from the ISIS
studies for anticipating the transverse stability in the SIS100
high-intensity bunches. Of particular interest is the depen-
dence of unstable beam modes on the configuration of the
RF system (single or dual harmonic), the influence of high
space charge levels, the key role of the betatron tune and the
determination of driving beam impedances.

OBSERVATIONS IN ISIS
A dedicated experimental campaign of three shifts has

been performed at the ISIS synchrotron in November 2013,
with the primary goal to understand more about the fast
losses and associated vertical oscillations around 2 ms of
the ISIS cycle, see Fig. 1. These losses are a concern for the
high-intensity operation and have been usually attributed to
head-tail instabilities. In standard ISIS operation, a 2RF sys-
tem is used. In order to be able to compare with classical
theories, and to simplify the first comparisons with simula-
tions, the most of the study was made with the 1RF (h = 2)
operation. Approximately one-third of the measurements
were done with different types of 2RF (h = 2, 4).
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Figure 1: ISIS cycle: the proton kinetic energy (solid line)
and the revolution frequency (dashed line), C = 163.26 m.

According to the experience at ISIS [4–6], the instability
appears if the vertical tune is set closer to integer from be-
low. The normal tune ramp at ISIS applies Qv = 3.85 at
0 ms decreasing to Qv = 3.68 at 10 ms, with Qv = 3.758
at 2 ms. In order to focus on the operation-type instabil-
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Figure 2: Consecutive bunch traces from the vertical BPM
delta (top) and sum (bottom) signal of a typical instability
for a 1RF bunch around Cycle Time 2 ms.
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Figure 3: Time evolution of the BPM delta (top) and sum
(bottom) signal for the instability from Fig. 2. The red line
is an exponential with the growth time τ = 0.1 ms.

ity, we have pushed the vertical tune higher around 2 ms
cycle time. Once tune reaches Qv ≈ 3.86, reproducible
strong losses and vertical collective oscillations appear. Fig-
ures 2, 3 present typical BPM signals around2 ms. The over-
plotted bunch traces in Fig. 2 show a standing wave pattern
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with one node, with chromaticity wiggles inside. The oscil-
lation grows with the growth time τ = 0.1 ms (Fig. 3), until
it is distorted by beam losses. This proves a classical unsta-
ble k = 1 head-tail mode. In the majority of the recorded
signals, it was hard to determine a clear growth rate, prob-
ably due to early losses. This might be attributed to large
beam sizes which intentionally maximise use of aperture.
More examples of the instabilities in ISIS, in 1RF and in
2RF, are given in the slides of this presentation.

For every beam and machine parameter set, an intensity
scan has been performed.

The results of the intensity scans are summarized in
Fig. 4. The left plot in Fig. 4 is dedicated to the 1RF instabil-
ity around 2 ms (red) and around 3 ms (blue). The right plot
in Fig. 4 compares different RF settings, the flat-bunch 2RF
(or lengthening mode) around 2 ms, and the operation-type
2RF (stable asymmetric settings) around 2 ms. There is no
instability at low intensities, which is a usual observation
for collective instabilities, due to natural non-linearities in
the machine optics. Hence, there is the common “bottom”
thresholds. Surprisingly, it was observed that instabilities
vanish above certain intensities, which we describe as “top”
thresholds. This phenomenon was clearly observed and re-
producible, in intensity scans upwards as well as downward.
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Figure 4: Summary for the intensity thresholds of the head-
tail instability observed in ISIS. Beam loss and oscillations
appear between the bottom and the top thresholds.

ANALYTICAL CALCULATIONS
We use the theory of Sacherer [7] in order to identify the

driving impedance and to estimate the growth rates. The
center of the power spectrum is shifted by Δf = f0Qξ/η,
ξ = −1.4, γt = 5.034, see Fig. 5. The positive frequencies
in the plot do not contribute to the instability drive, accord-
ing to this theory. In the case of the ISIS bunches, with the
full bunch length tb ≈ 200 ns around 2 ms, the head-tail
modes k = 2 should be unstable. In order to explain the
observed k = 1 modes, an effective bunch length 0.5tb has
been assumed. The observation that the instabilities appear
as the tune approaches integer from below, is a strong indi-
cation that an impedance with a Resistive-Wall frequency
dependence Re(Z⊥) ∝ 1/ f (indicated with the black line
in Fig. 5) should be the driving force. However, if we as-
sume the Resistive Thick-Wall Impedance with the pipe ra-
dius bpipe = 50 mm (i.e., overestimated impedance), much

slower instabilities than observed (τ <20 ms) are predicted,
see Fig. 5.
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Figure 5: Calculations with the Sacherer theory for the ISIS
1RF bunches. Top: power spectrum of the head-tail modes
(see [7]) and the real part of the normalized Resistive-Wall
impedance in the unstable range. Bottom: the resulting
growth rates.

SPACE CHARGE AND LANDAU DAMPING
The effect of self-field space-charge on head-tail modes

in bunches can be analytically solved for an airbag bunch [8].
This theory is also very useful and rather accurate for Gaus-
sian bunches, as it was observed in particle tracking simu-
lation [10] and in experiments in the SIS18 synchrotron at
GSI Darmstadt [11]. Landau damping due to space-charge
in bunches was predicted analytically in [12] and confirmed
with simulation studies in [10].

The additional effect of a coherent tune shift, for example
from the imaginary impedance of image charges, has been
included into the airbag theory in [9],

ΔQk = −ΔQsc + ΔQcoh

2
±

√
(ΔQsc − ΔQcoh)2

4
+ k2Q2

s , (1)

where "+" is for modes k ≥ 0, the notation corresponds
to [11].

It is suggested that the combination of space-charge and
coherent force should have an effect on Landau damping.
Figure 6 shows the head-tail modes with and without a co-
herent tune shift, and the border of the active Landau damp-
ing area, ΔQmax = −0.23Qsq + kQs [11]. The lines are
shifted by (−k) for a better comparison. A head-tail mode
is affected by Landau damping if the frequency is below
damping border, the dashed line in Fig. 6. We see that the
k = 0 mode is not damped (it is not affected by space-charge,
see the left plot). The k = 1 mode is damped for 0 � q � 3
without coherent force, and for 0 � q � 6 with ΔQcoh. The
k = 2 mode is damped for 0 � q � 6 without coherent
force, and for 0 � q � 12 with ΔQcoh.

Proceedings of HB2014, East-Lansing, MI, USA WEO1LR02

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

241 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

 0

 0.5

 0  2  4  6  8  10  12  14

R
e(

ΔQ
) /

 Q
s

q = ΔQsc / Qs

k=0 k=1 k=2

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

 0

 0.5

 0  2  4  6  8  10  12  14

R
e(

ΔQ
) /

 Q
s

q = ΔQsc / Qs

k=0 k=1 k=2

Figure 6: Effect of the image charges on the head-tail
modes according to the airbag theory. Left plot: ΔQcoh = 0,
right plot: ΔQcoh = 0.1ΔQsc. The dashed line indicates the
border of Landau damping.

In order to observe the modifications of Landau damping
due to image charges, we consider the mode k = 1 and com-
pare the areas of strong damping for different strength of
the coherent forces. According to the airbag theory and the
Landau damping border prediction, with ΔQcoh = 0.1ΔQsc
the area of damping should be larger than for the case with-
out image charges, see Fig. 7. For ΔQcoh = 0.2ΔQsc the
coherent line remains under damping for all q values con-
sidered in Fig. 7. We perform PIC simulations using the
code PATRIC [13], similar to the work reported in [10], but
with the coherent effect included, which varies along the
bunch according to the local slice line density. The simu-
lation results are summarized in Fig. 8. This shows a good
qualitative confirmation of the effect of image charges on
the space-charge induced Landau damping.
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Figure 7: Effect of the image charges on the k = 1 head-
tail mode according to the airbag theory. The dashed line
indicates the border of Landau damping.

LANDAU DAMPING IN THE ISIS
BUNCHES

The parameters of the bunches in ISIS correspond to
the regime of rather strong space-charge, as demonstrated
in Fig. 9 with the estimations for the parameters in our
1RF experiments. The main uncertainty is associated with
the transverse emittance, here we have assumed the rms
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obtained from the PATRIC simulations for a Gaussian (lon-
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ent strengths of the coherent tune shift due to image charges.
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4×1012 ppp.

non-normalized ε = 50 mm mrad at the start of the cy-
cle, in the vertical plane. The space-charge parameter q =
ΔQsc/Qs � 1 implies strong space-charge regime for the
bunch head-tail dynamics [10, 12]. We can also conclude
that, although the space-charge tune shifts decrease during
the ramp, the space-charge parameter stays stable around
q ≈ 40 in this case.

The ISIS vacuum pipe is a rectangular, conformal, stain-
less steel vessel [14], see Fig. 10. The coherent tune shift
due to image charges is proportional to the space-charge
tune shift,

ΔQcoh = ΔQsc2ξh ,v
a2

h2 , (2)

where a is the beam radius, h is the characteristic pipe size,
and ξh ,v depends on the pipe geometry. For a round pipe,
h is equal to the pipe radius, and ξh ,v = 0.5. For a rectan-
gular pipe, ξh ,v can be calculated from analytical functions,
see [15]. The results are presented in Fig. 10. The over-
all tune shift can be calculated as an average over the ring,
〈2ξh(s)/h2(s)〉H2 = 0.528, and 〈2ξv(s)/h2(s)〉H2 = 1.13,
where H = 〈h(s)〉 = 63.42 mm is the average pipe half-
height. This results in a vertical coherent tune shift of

WEO1LR02 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

242C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Rings



ΔQcoh ≈ 0.12ΔQsc for the 1RF bunch parameters with
4 × 1012 ppp.
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Figure 10: Top plot: half-apertures of the beam pipe in
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In order to analyse the changes in the tune shifts with
the increasing beam intensity, we consider three different
scenarios of the transverse emittance increase,

Δε⊥ = kN
ΔNp

Np0
ε⊥0. (3)

The case kN = 0 means that the emittance does not change
(most unrealistic), kN = 1 implies a constant phase-space
density, and kN = 0.5 is an intermediate case. The space-
charge tune shift is ΔQsc ∝ Np/ε⊥, thus it stays constant
for kN = 1 and increases linearly for kN = 0, see Fig. 11.
Differently, the coherent tune shift is ΔQcoh ∝ Np , thus it
increases linearly for all the kN−scenarios. As a result, the
relative strength ΔQcoh/ΔQsc stays constant for kN = 0 and
it increases for the both kN = 1 and kN = 0.5. The Landau
damping for the k = 1 mode, as predicted by our model
with the airbag theory, is presented in Fig. 12. Similarly
to Fig. 7, the mode is under active Landau damping if the
coherent line (solid line) is below a dashed line. We see that
for the unrealistic case kN = 0 there is no damping, but for
an increasing emittance, there is a border intensity where
the head-tail mode dips into Landau damping.

CONCLUSIONS
• Collective oscillations and beam losses have been sys-

tematically observed in ISIS around 2 ms Cycle Time
for various beam and machine parameters. In most
cases, it has been identified as the k = 1 head-tail mode
with the typical growth time τ ≈ 0.1 ms. For 2RF op-
eration, the mode structure can be more complicated.
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• With the help of the Sacherer theory, it can be con-
cluded that the driving impedance has a Resistive-Wall
type behaviour (resonant at low frequencies), because
the instability appears if the vertical tune is set closer
to integer from below. However, calculations with
the Sacherer theory require a shorter effective bunch
length in order to predict the k = 1 mode observed.
The predicted growth rates are also much smaller than
in the observations.

• Intensity thresholds have been identified for 1RF, 2RF
settings, and for different driving tunes, Fig. 4. In addi-
tion to the common “bottom” thresholds, unexpected
“top” intensity thresholds have been observed.

• Coherent tune shifts from the image charges modify
Landau damping due to space charge in the bunches.
It can be qualitatively analyzed using an airbag theory
and a model for the Landau damping. Our PATRIC
simulations confirm the enhanced damping due to im-
age charges.

• Detailed calculations show that, due to a unique con-
formal beam pipe in ISIS, the image charges should
produce strong coherent tune shifts. Additionally, the
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bunches in ISIS are in a regime of rather strong space
charge, q = ΔQsc/Qs ≈ 40. The largest uncertainty
in the ISIS experiments is due to the measurements of
the transverse emittance.

• Calculations for the coherent frequency of the k = 1
head-tail mode and for Landau damping with different
scenarios of the transverse emittance increase suggest
an intensity threshold, above which the k = 1 mode
can be stabilized. This effect is due to different devel-
opment of the space-charge tune shift and the image-
charge tune shift for an increasing intensity.

• Enhanced Landau damping with image charges may be
achieved with a controlled transverse emittance blow-
up. This has been observed in the experiments re-
ported here. The instability in 1RF bunches around
2 ms has been cured by increasing the transverse emit-
tance, keeping the rest of the beam parameters fixed.
This observation can be interpreted as a “top” thresh-
old in transverse emittance. It should be noted that
even with the beam stabilised, the associated increase
in emittance can still lead to high levels of beam loss.

• Landau damping due to space charge with the effect of
image charges should be taken into account in the sta-
bility studies for SIS100. The discrepancies between
the Sacherer theory and the ISIS observations imply a
possibility for much faster instabilities than expected
so far.
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UPGRADE OF THE UNILAC FOR FAIR
L. Groening, A. Adonin, X. Du, R. Hollinger, S. Mickat, A. Orzhekhovskaya, B. Schlitt,

G. Schreiber, H. Vormann, C. Xiao, GSI, D-64291 Darmstadt, Germany
H. Hähnel, R. Tiede, U. Ratzinger, Goethe University of Frankfurt, D-60438 Frankfurt, Germany

Abstract
The UNIversal Linear Accelerator (UNILAC) at GSI has

served as injector for all ion species from protons for ura-
nium for the past four decades. Especially its 108 MHz
Alvarez type DTL providing acceleration from 1.4 MeV/u
to 11.4 MeV/u has suffered from material fatigue. The DTL
will be replaced by a completely new section with almost
the same design parameters, i.e. pulsed current of up to
15 mA of 238U28+ at 11.4 MeV/u. However, operation will
be restricted to low beam duty cycles as 200 µs at 10 Hz.
Since preservation of beam quality is mandatory, a regular
focusing lattice, as along an Alvarez section for instance,
is aimed for. A new source terminal & LEBT dedicated to
operation with 238U4+ is under design. The uranium sources
need to be upgraded in order to provide increased beam
brilliances and for operation at 2.7 Hz. Revision of the sub-
sequent 36 MHz RFQ electrode design has started as well as
the layout activities of the section providing transition from
the 36 MHz section to the 108 MHz DTL.

INTRODUCTION
GSI is currently constructing the Facility for Ion and An-

tiproton Research (FAIR). It aims at provision of 4×1011
uranium ions at 1.5 GeV/u [1]. As injector for FAIR serves
the existing UNIversal Linear ACcelerator UNILAC (Fig. 1)
together with the subsequent synchrotron SIS18. The UNI-

Figure 1: The UNIversal Linear ACcelerator (UNILAC) at
GSI.

LAC comprises three ion source terminals. Two of them
provide beams at 2.2 keV/u which are injected into an RFQ
and are accelerated to 120 keV/u. It is followed by a MEBT
comprising a doublet and a super lens, i.e. a 1m long RFQ
that just provides longitudinal and transverse focusing with-
out acceleration. The MEBT matches the beam into an
IH-DTL. This DTL comprises 2 IH-cavities which apply the
KONUS accelerating scheme [2], i.e. the design rf-phase
slips from positive to negative phases. This technique al-
lows for high effective shunt impedance and less transverse
defocusing. But it provides less longitudinal focusing and
requires very accurate longitudinal matching to the DTL

entrance. Transverse focusing is provided through three in-
ternal triplets per cavity. The IH-cavities operate at 36 MHz
and provide acceleration to 1.4 MeV/u. Alternatively, an
ECR source followed by an RFQ and one IH-cavity oper-
ated at 108 MHz can provide ions with 1.4 MeV/u as well.
The 36 MHz pre-stripper DTL is followed by a stripping
section, where the ion beam is intercepted by a gaseous jet
of nitrogen for increase of the charge state. For instance
uranium is stripped from the charge state 4+ to the charge
state 28+. The subsequent post-stripper DTL comprises five
Alvarez type cavities for acceleration to 11.4 MeV/u being
the injection energy required by the synchrotron SIS18. The
UNILAC has a high flexibility in its 50 Hz operation. Sev-
eral virtual accelerators can be operated, all differing wrt to
the beam they deliver, i.e. ion species, energy, pulse length,
and repetition rate.

This DTL was designed in the late 1960ies and it is in
operation for 40 years now. The cavities suffered from con-
siderable material fatigue. Sparking damaged the copper
surface. Especially, fast changes of the rf-duty cycles and
rf-amplitudes from switching between different virtual ac-
celerators caused rf-sparking. As a consequence, the last
years saw limitations in the rf-amplitudes that could be set to
the tanks. This manifested in degradation of beam quality of
heaviest ions as 238U28+. Additionally, the beam dynamics
design did not foresee provision of intense beams, which
are prone to space charge effects. The beam design param-
eters of the UNILAC are listed in Table 1. The age of the

Table 1: Beam Design Parameters for the Upgraded UNI-
LAC

Ion A/q ≤8.5

Beam Current (low duty cycle) 128·q/A emA
Beam Current ≈500·q/A eµA
Input Beam Energy 1.4 MeV/u
Output Beam Energy 11.4 MeV/u
Output Emit. (norm., tot.) hor/ver 0.8/2.5 mmmrad
Beam Pulse Length ≤5000 µs
Beam Repetition Rate ≤50 Hz
Rf Frequency 108.408 MHz

UNILAC together with the requirement to provide reliable
and intense beams for the upcoming FAIR era calls for a
revision of the UNILAC, especially its post-stripper DTL.
The following section will describe the envisaged upgrade
measures.
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SOURCE AND LEBT
FAIR will put special emphasis on uranium beams, which

are presently provided together with other heavy ions by a
VARIS or MEVVA source located in the northern source
terminal. The existing LEBT includes two bends which im-
pose dispersion and hexapolar fringe fields. Additionally,
operation and handling of uranium comes along with re-
strictions from safety requirements. For this reasons a new
and dedicated uranium branch is under design as shown in
Fig. 2. It is a straight LEBT comprising two quadruplets

Figure 2: The existing north and south ion source terminals
and LEBT branches together with the new uranium terminal
(west).

and one triplet. The source will deliver several charge states
of uranium but only 238U4+ is accepted by the RFQ. The
fractions of other charge states (mainly 3+) are reduced by
chromaticity together with an circular iris located at a beam
waist of the charge state 4+. Beam envelopes from simu-
lations along the new LEBT are plotted in Fig. 3 together
with phase space distributions at the entrance to the RFQ.
Simulations were done for different assumptions wrt the
amount on space charge compensation (95% - 100%). The
results indicate that the beam brilliance (current/emittance)
could be increased by a factor of about 2 compared to the
present value. Finally, the repetition rate of the source needs
to be increased from 1 Hz to 2.7 Hz. This increase has been
reached for ions as gold, bismuth, and lead, but for uranium
further systematic investigations especially on the cathode
material are required.

RFQ
Also the RFQ suffered from sparking during operation

with varying rf-duty cycles and rf-amplitudes. The attain-
able rf-voltages are about 10% below the required values
for uranium. This leads to serious degradation of longitudi-
nal beam quality from insufficient bunching. Additionally,
the beam divergence at the RFQ exit is too large, triggering
losses inside the subsequent super lens, which in conse-
quence also has to be operated at lower voltages causing
further degradation of beam quality. The design of the RFQ

Figure 3: Simulated beam envelopes along the new LEBT:
Design charge state 4+ (upper), charge state 3+ (centre), and
phase space distributions (4+) at the RFQ entrance (lower).

will be revised such that lower surface fields are applied at
the expense of reduced acceptance.

MEBT AND IH-DTL
The transverse and longitudinal focusing strengths of the

super lens are coupled since it is an RFQ. In total the present
MEBT offers just four knobs to tune its matching perfor-
mance to the IH-DTL: two quadrupole gradients, one rf-
amplitude, and one rf-phase. This limitation together with
too low rf-amplitudes (from sparking) causes poor longi-
tudinal matching to the KONUS IH-DTL. A new MEBT
design [3] foresees two symmetric triplets and one buncher,
i.e. six tuning knobs. The new MEBT layout and a compari-
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son of the longitudinal matching performances are shown in
Fig. 4. However, the new design foresees additional 1.4 m
in length. Accordingly, the subsequent IH-cavities have to
be shifted and the stripper section has to be shortened by
that distance. Simulations along the MEBT and IH-DTL

Figure 4: New layout of the MEBT (upper) and longitudinal
matching performances (left: old design, right: new design).

indicate that the growth of emittance could be reduced from
57/93/320% (hor/ver/long, today’s design) to 54/61/65%
(new design) with simultaneous increase of the overall trans-
mission from 86% to 100%.

ALVAREZ DTL
The beam parameters of the new post-stripper DTL are the

same as for the existing one except the beam duty cycle. It
will be limited to beam pulse length of 200 µs at a repetition
rate of 10 Hz. The newUNILACwill serve just as an injector
for the FAIR facility. Accordingly, the mixed operation
between different rf-amplitudes and rf-pulse length, that
caused damages at the cavity surface and limited the rf-
amplitudes, will not be applied in the future.

For the type of DTL two options were initially considered:
an Alvarez type and an IH type DTL. GSI has operational ex-
perience with both types. IH-DTLs offer high effective shunt
impedances. This may allow to provide within the existing
linac tunnel of GSI final ion energies of about 50 MeV/u (at
a later upgrade stage). Such an energy opens the path to by-
passing the existing synchrotron SIS18 and to inject directly
into the synchrotron SIS100, which provides the final beam
energy required by the FAIR users. Additionally, IH-DTLs
require much less quadrupoles leading to reduction in cost.
Alvarez-DTLs in turn proved to be reliable working horse
accelerators. The related beam dynamics is fully understood
even if considerable space charge is included. Periodic beam
3d-envelope solutions are properly defined as well as the
procedure to match the incoming beam to that solution. For
IH-DTLs for time being we did not find a procedure to assure
matched beam transport and acceleration [4], that provides
maximum mitigation of beam emittance growth from space
charge.

As beam quality is of uttermost relevance for a low duty
cycle injector, GSI currently plans to replace the existing
post-stripper DTL with another Alvarez type DTL. The de-
sign works are at the beginning. The layout of the new
cavities aims at optimization of the ratio of shunt-impedance
to electric surface field. The latter shall be limited to 1.0 Kil-
patrick. A new shape of drift tube plates has been found that
provides 10% increase of impedance at the same surface
field strength (Fig. 5). The curve does not include straight

Figure 5: Comparison of the present (upper left) and new
(upper right) drift tube design.

Figure 6: Several schemes of orientations of the DTL stems
and their effect on the field stabilization.

sections and is defined through about 200 fixed points. This
approach provides a smooth surface field distribution and
should lower the multipacting rate. It does not cause signifi-
cant extra cost for production nor it imposes restrictions wrt
the achievable tolerances. Each drift tube along one tank
will have the same end plate shape. The rf-frequency tuning
of each cell is done through adoption of the drift tube length.
Stability of the accelerating field is done through well-

considered orientation of the stems that keep the drift tubes.
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As the drift tubes have to be provided with cooling water
and electrical current for the quadrupoles, each tube is kept
by two stems. It turned out that the orientation of the two
stems plays a significant role in the suppression of parasitic
modes as illustrated in Fig. 6. The new DTL will comprise
five tanks. For each tank a maximum rf-power of 1.8 MW
is available of which 0.3 MW are beam power.

Special care will be taken for proper beam envelopematch-
ing along the four inter-tank sections. These sections impose
interruptions of the periodicity of the lattice inside each tank.
If not being well-designed they will trigger emittance growth

from mismatch. Finally, the transverse phase advance has to
be increased by about 15% wrt the present layout in order
to compensate for tune depression from space charge.
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CODE REQUIREMENTS FOR LONG-TERM TRACKING WITH SPACE

CHARGE

H. Bartosik, E. Benedetto, M. Bodendorfer, V. Forte, S. Gilardoni, N. Hoimyr, A. Huschauer,

M.A. Kowalska, M. Martini, E. Metral, A. Oeftiger, B. Panzer-Steindel, F. Schmidt∗, E.G. Souza,

M. Titze, R. Wasef, CERN, Switzerland; J. Amundson, V. Kapin, L. Michelotti, E. Stern,

Fermilab, USA; S.M. Cousineau, J. Holmes, A.P. Shishlo, SNS, USA; G. Franchetti, GSI, Germany;

S. Machida, RAL, UK; C. Montag, BNL, USA; J. Qiang, LBNL, USA

Abstract

In view of the LHC Injectors Upgrade (LIU) program of

the LHC pre-accelerators LEIR [1], PSB [2], PS [3] and

SPS [4] we have started a new working group at CERN to

deal with space charge issues of these machines. The goal

is to operate with basically twice the number of particles

per bunch which will further increase the space charge tune

shifts which presently are already large. Besides obvious

remedies like increasing the injection energy we are obliged

to better understand the space charge force to optimize our

machines. To this end it has become clear that we need com-

puter models that faithfully represent the linear but also the

non-linear features of our machines. We have started close

collaborations with several laboratories around the world

to upgrade existing self-consistent space charge Particle-In-

Cell (PIC) codes for our CERN needs. In parallel we have

created a frozen space charge facility in CERN’s MAD-X

code. Both types of codes are being used to study long-term

stability and to compare it with machine experiments.

INTRODUCTION

It has been realized in 2011 that at CERN a concerted

effort was needed to study the space charge (SC) effects in

the pre-accelerators of the LHC in view of achieving a two-

fold increase of beam intensity needed to fulfill the goals of

the LIU project. To this end a SC working group has been

established to build a new team of competence in the field of

space charge effects at CERN. Students and staff members

have been won to study the 4 circular machines LEIR, PSB,

PS and SPS both with experiments and simulations. In the

meantime there is also a team to study SC effects in more

general terms.

In regular meetings [5] the machine related SC issues are

being discussed but also an educational series of talks has

been started given by experts from inside CERN and other

laboratories.

From the beginning it has been clear that one need to know

well the non-linear dynamics in conjunction with SC forces

to allow for a full understanding of emittance growth and

losses in any of the machines. Expertise is required in both

regimes and also a close collaboration with magnet experts

is mandatory to get a good modeling and measurements of

critical magnets in the rings.

∗ Speaking as the representative of the CERN Space Charge working group

The codes would need to be adapted towards an adequate

treatment of both the non-linear machine models and SC.

A decision has been made to invest into existing codes and

adapt them to CERN needs, unless we could modify CERN

codes with moderate effort. Essential is that any code would

have to pass a rigorous benchmarking test before the code

results could actually be trusted. Ease of use, flexible struc-

ture and computing performance are further critical issues

for the LIU studies. Last and not least a code benchmarking

with machine experiments is the ultimate way to give us

confidence that the whole chain from magnet modeling, the

codes and the experimental data taking are all sufficiently

well prepared and mastered so that the machines can be un-

derstood well enough to minimize the combined effect of

machine non-linearities and SC.

Intense collaborations have been initiated around the

world and we have started series of workshops [6] 1 and

collaboration meetings [7] 2 to make progress on the open

issues in the theoretical understanding and program devel-

opment.

This report is based on the outcome of those two meetings

and an outlook is given for the next steps. We concentrate

here on CERN machines where presently there is a high

demand for SC studies. Many of these discussed issues

should be of wider interest to the SC community as a whole.

We have added an Appendix about CERN’s new method

to create perfectly matched 6D distribution that hasn’t been

discussed anywhere before.

CODES

In the SC field there are basically two classes of codes: on

the one hand there are the self-consistent PIC codes with 2D,

2.5D and 3D SC treatment. These codes are most relevant

over a short period at the beginning of injection when the

coherent SC are largest, the fields may be time dependent and

the dynamics are most complex. Despite these advantages

the codes tend to be slow and the results suffer from PIC

noise. On the other hand frozen SC codes are being used

over longer time ranges and when non-linear resonances

play a decisive role in conjunction with SC. These second

type of codes perform much better due to a much simpler

2D treatment of SC and they do not suffer from PIC noise.

It remains to be fully understood when either approach is

truly required and how one might combine them. To this

1 sponsored by ICFA
2 both co-sponsored by EuCARD-2 XBEAM
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end the CERN SC working group is planning a dedicated

effort to resolve these issues.

The collaboration on PIC codes concerns 3 codes: py-

ORBIT [8], SYNERGIA [9] and IMPACT [10]. MADX-

SC [11] has been used with a frozen SC implementation.

More recently a frozen SC implementation has been added

to pyORBIT [12] and is in a testing phase.

All codes are in preparation to cover the needs for the

CERN accelerators of which the most relevant are:

• Time varying field

• Double RF system

• Acceleration

with a PYTHON front-end, is now ready for the CERN

machines, this naturally implies that PTC is also part of

pyORBIT. SYNERGIA is still in a benchmarking phase of

the single particle code CHEF compared to MAD-X/PTC.

IMPACT is in the process of building up the single particle

part. Both pyORBIT and SYNERGIA have done most of

the GSI benchmarking suite [13] and the results will be

introduced into that benchmarking suite by the end of 2014.

In fact SYNERGIA has done all steps and in particular

step 9 which is a long-term check over 100’000 turns of

the emittance growth. To this end the standard convergence

test of the emittance growth had to be carried out over the

full 100’000 turns instead of just a few 1’000 turns, 71 SC

kicks were needed with a grid of 64 × 64 × 64. It turns out

that 4 million macro-particles were needed for a successful

convergence of the emittance growth. The SYNERGIA team

has shown, for the first time, that a self-consistent PIC code

can carry the tracking over 100’000 turns and find perfect

agreement with several frozen SC codes that have also been

tested in the GSI benchmarking suite. The upper graph of

Fig. 1 shows the emittance growth as predicted by several

frozen SC codes and in the lower graph (notice that the scales

are identical) one finds basically the same curve except that

the fluctuations are very small due the large number of macro

particles being used.

It has been agreed that all three PIC codes should publish

releases after a full benchmarking of their codes including

all features required by CERN machines by the end of the

year.

There has been development on the MADX frozen SC

code, which has already been benchmarked in the GSI suite.

In particular, the re-normalization of the sigma values (the

emittance is re-calculated every turn whilst the TWISS pa-

rameters are recalculated typically every 1’000 turns) has

proven essential in correctly reproducing experimental stud-

ies at the CERN PS (see below). Further work on the code

is being planned in collaboration with Fermilab.

One obvious question concerning codes is their perfor-

mance on various platforms. By the nature of simulating a

large ensemble of macro particles all codes either operate

under MPI or OPENMP to speed up the performance by

Figure 1: Emittance evolution for SIS18 over 100’000 turns

performed by 3 frozen SC codes (top) and (bottom) by the

PIC code SYNERGIA [9]. One complete synchrotron oscil-

lation takes 1’000 turns.

parallelization. Nevertheless, optimization of speed must

have priority throughout of the development phase of any

type of code. In particular, two speed issues are important:

• Is the scalar speed optimized?

• How well does the code scale on platforms with very

large number of cores?

The next step is to figure out the optimal computing system:

some clusters of multicore machines, super computers with

core numbers as large as 100’000 or even GPU systems.

NOISE ISSUES

In the SC workshop in 2013 the issue of noise in PIC codes

has been addressed [14] by following the motion of a few test

particles in a large distribution with a PIC code. Apparently,

all such test particles exhibit chaotic motion. This chaotic

behavior may be weak for large amplitudes but gets stronger

for smaller amplitudes. The conjecture is that since the SC

force is strongest at zero amplitude, it apparently shakes

    In particular pyORBIT, an update of the PTC-ORBIT code
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single particles erratically and proportional to its strength.

The SYNERGIA team [15] has followed single particles over

100’000 turns and recorded the tunes evolution over time

(see Fig.2). The analysis as described above seems valid

in this long-term simulations: at the smaller amplitude the

tune is changing a lot but small tune variations can even be

found at larger amplitudes.

Figure 2: Evolution of the hor. tune for SIS18 calculated in

a sliding 1024 turn window over 100’000 turns performed

by SYNERGIA [9]. The results are shown for 12 different

hor. beam sigmas ranging from 0 to 5 σ.

These findings have caused the SC community to revisit

their theory of noise in PIC codes that has been studied

decades ago. Struckmeier [16] reminded us that space charge

effects include Intra Beam Scattering. His involved theo-

retical analysis leads to the conclusion that some kind of

temperatures can be defined for each motion plane and that

the entropy may increase when those individual tempera-

tures are not balanced. Apparently, this holds also in PIC

simulations. A team from GSI [17] has picked up from this

anisotropic phenomenon and has found that in FODO struc-

tures there is an additional component of grid noise that is

there even for zero anisotropy.

At SNS [18] there has been an attempt to use the FMM

(Fast Multipole Method) that should in principle overcome

the discretization problem that causes the grid noise. How-

ever, it turns out that anomalous pair-wise forces slip into

the calculation such that effectively the noise is not reduced

compared to the standard PIC codes. It was also shown that

in PIC simulations for very long constant focusing channels

eventually even zero amplitude particles grow in amplitude.

This is an independent confirmation of the chaotic behavior

of single particles in PIC simulations.

Noise in PIC simulations has also been studied at Fermi-

lab [15]. As discussed in the section on Codes above they

find good agreement for global properties like emittance

growth with the frozen SC codes although all particles them

selves are chaotic. The conclusion is that the individual par-

ticles mix in the distribution without actually destroying its

global properties.

Lastly, there has been a more systematic numerical ap-

proach to study PIC noise [19]. A scaling law has been found

for the growth of PIC noise in 2D simulations. Tracking of

noisy beams may conveniently be explained by a random

walk, which shows a tendency of larger steps to the outside

resulting in emittance blow-up. It has also been very instruc-

tive to see that the grid structure becomes graphically visible

in the plots of the standard deviation of the electric fields.

SC EXPERIMENTS

Various studies have been done at the PSB [20] and the

PS [21] and the simulation results are starting to be convinc-

ing. At the PSB booster it could be demonstrated that good

agreement between simulations (PTC-ORBIT) and experi-

ments could be achieved for particle motion close to the 1/2
integer resonance where large losses do occur. Precondition
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Figure 3: Intensity evolution for PSB in the vicinity of the 1/2
integer resonance without the usual operational corrections

turned on (in which case no beam loss is observed). [20]

for these nice results has been to include in the model both

the measured quadrupole and misalignment errors. This is

a confirmation of the strategy to complete our model evalua-

tion before we study SC effects. An interesting theoretical

side issue is the fact that the tune footprints should not use

the phase advance per turn but rather the tune values (phase

advance averaged over many turns) for every particle, which

implies to average over full synchrotron periods.

In 2012 PS experiments have been performed in the vicin-

ity of the coupled third order resonance Qx + 2 · Qy and in

presence of SC [21]. MADX-SC simulations with frozen

SC and a beam sigma re-normalization every 1’000 turns

seem to be in remarkable agreement with the experiments

in terms of reproducing different final beam distributions

for various working points close to the normal sextupole

resonance Qx + 2 ·Qy . Figure 4 shows the experimental results

(hor. & ver. variance and particle loss) in the upper graph

(errors are determined by repeated measurements) whilst

the simulation results are shown in the lower graph, notice

that the measurement results are shown as dashed lines to

demonstrate excellent agreement except for the fact that the
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horizontal integer line is not correctly reproduced in the

simulations (red curve at small tunes). Additional studies

are currently being carried out to investigate this effect. On

 

 

Np

V
v
stat

V
h
stat

R
a
ti
o
fi
n
a
l/
in
it
ia
l

Programmed tune

0.05 0.1 0.15 0.2

0

1

2

3

 

 

Np

V
v
stat

V
h
stat

R
a
ti
o
fi
n
a
l/
in
it
ia
l

Programmed tune

0.05 0.1 0.15 0.2

0

1

2

3

Figure 4: Horizontal & vertical variance and loss as a func-

tion of programmed tune for the 2012 PS experiment [21].

The top graph shows the experimental results whilst the

lower plot shows the results of the simulations (sold lines)

in comparison with the experimental data (dashed lines).

the other hand, the studies at GSI show similar results [22].

There are first indications that the beam distributions, which

may be different in the 2 transverse planes, are due to the

crossing of 4D fix-line structures caused by the coupled sex-

tupole resonance [23]. Of course, the strong detuning from

SC plays an important role.

A measurement campaign at the PS has shown that the res-

onance 4·Qy = 25 is excited and driven by space charge [24].

Besides the integer resonance it is this 4th order resonance

that is limiting the PS performances for the production of the

future high brightness beams. The symmetry of the lattice

(h=50) apparently excites the structure resonance 8 ·Qy = 50

which is driven by space charge. Presently a PS measure-

ment study is under way to change the vertical integer tune

such as to mitigate this structure resonance [25]. First simu-

lations using PTC-ORBIT, IMPACT and Simpsons [25–27]

have confirmed the potential of this idea.

At RHIC the MADX-SC code is being used with com-

pletely frozen SC, i.e. without re-normalization of the beam

sigmas, for sub-injection energies at RHIC [28]. These sim-

ulations also included the BB effect induced by the two

counter-rotating and colliding beams. Comparison with the

real machine data are soon to be expected.

CONCLUSION

The international collaboration on all relevant fronts:

codes, noise and experiments is in full swing. In particular

the benchmarking effort has progressed well and one of the

PIC codes (SYNERGIA) has finished the GSI benchmarking

suite completely. For the first time it has been demonstrated

that a PIC code can be used for long-term tracking over

100’000 turns and simulating 4 million macro-particles on

a 144 core machine taking 2 weeks of CPU time, thereby

agreeing with the results from frozen SC codes.

Despite the fact that non-negligible PIC noise renders

every macro particle in the distribution chaotic, a PIC code

can nevertheless reproduce the long-term evolution of global

parameters. This makes us hopeful that PIC codes will

indeed be useful for storage rings over many turns which up

to now has never been demonstrated.

In parallel, the theoretical analysis of PIC noise has been

reviewed and extended but no remedies have yet been found

to overcome the problem. In fact, even for 4 million macro-

particles the noise effect can easily be seen for each individ-

ual particle.

On the other hand we are still working on getting all tools

ready for the work on CERN machines and presently only

PTC-ORBIT or the newest pyORBIT incarnation of the

ORBIT code fulfill this requirement. The other PIC codes

are still in a state of development. The plan is to have up to

3 PIC code releases ready by the end of 2014: pyORBIT,

SYNERGIA and IMPACT.

The frozen SC extension MADX-SC has shown to repro-

duce well the beam dynamics of the PS close to the sextupole

coupling resonance Qx + 2 ·Qy . A prerequisite is a constant

re-normalization of the beam sigmas, but it remains to be

seen how the unavoidable jitters of the beam sigma from turn

to turn is causing some kind of noise phenomenon, albeit of

a different nature than PIC noise.

APPENDIX

Traditionally, the SC community has been using standard

techniques using TWISS parameters to set-up reasonable

well matched distributions. However, with the NormalForm

method becoming mainstream there are now ways to achieve

this in a more systematic way that will work for systems

that are fully coupled in 6D. At CERN [29] we have now

established the following procedure:

• Create independent 2D polar Gaussian distributions via

the Box-Muller transform [30].

• Multiplied by the square root of the emittance of the

horizontal, vertical and longitudinal phase space re-

spectively.

Eq.1 relates the emittance ǫ z to the beam-size σz and

the βz in the longitudinal plane. The latter can be ob-

tained by the generalized 6D TWISS parameters [31].

√
ǫ z = σz/

√

βz (1)
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• Transform coordinates to real space via the linear Nor-

malForm of the 6D one-turn map including BB or SC

kicks [31].

• Method can be extended to higher order NormalForm

and the initial distributions could be different from

Gaussian.
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STATUS OF PY-ORBIT: BENCHMARKING AND NOISE CONTROL IN PIC 
CODES * 

J.A. Holmes, S. Cousineau, A. Shishlo, Oak Ridge National Laboratory, Oak Ridge, TN, USA 

Abstract 
PY-ORBIT is a broad collection of accelerator beam 

dynamics simulation models, written primarily in C++, but 
accessed by the user through Python scripts. PY-ORBIT 
was conceived as a modernization, standardization, and 
architectural improvement of ORBIT, a beam dynamics 
code designed primarily for rings. Although this goal has 
been substantially achieved, PY-ORBIT has additional 
capabilities. A major consideration in high intensity beam 
dynamics codes, such as PY-ORBIT and ORBIT, is the 
simulation of space charge effects. Computational space 
charge simulation is, of necessity, accompanied by noise 
due to discretization errors, which can compromise results 
over long time scales. Discretization errors occur due to 
finite step sizes between space charge kicks, due to 
graininess of the numerical space charge distribution, and 
due to the effects of spatial grids embedded in certain 
solvers. Most tracking codes use space charge solvers 
containing some or all of these effects. We consider the 
manifestation of discretization effects in different types of 
space charge solvers with the object of long time scale 
space charge simulation. 

PY-ORBIT 
PY-ORBIT [1] is a collection of computational beam 

dynamics models for accelerators, designed to work 
together in a common framework. It was started [2] as a 
“friendly” version of the ORBIT Code [3], written using 
publicly available supported software. Users run the code 
using Python scripts and the higher-level routines are in 
Python. The computationally intensive portions are written 
in C++, except for the Polymorphic Tracking Code, PTC 
[4], which is linked to PY-ORBIT and written in Fortran. 
The C++ routines and PTC are wrapped to make them 
available at the Python level. PY-ORBIT accommodates 
multiprocessing through MPI. The only additional 
software required by PY-ORBIT is the FFTW fast Fourier 
transform library [5]. The code is finding an increasing 
number of users and the source code is publicly available 
via Google Codes [1]. It is not difficult for users to develop 
extensions to PY-ORBIT, and it is possible for users to 
obtain permission to add new routines to the publicly 
available code. Recently, researchers at CERN and at GSI 
have added new methods to PY-ORBIT. 

At present, PY-ORBIT is capable of performing most 
calculations that ORBIT does for rings and transfer lines. 
Many of the most widely used methods in ORBIT have 
been ported to PY-ORBIT and benchmarked. Single 

                                                           
* ORNL/SNS is managed by UT-Battelle, LLC, for the 
U.S. Department of Energy under contract DE-AC05-
00OR22725. 

particle tracking methods include ORBIT’s native 
symplectic tracker, PTC tracking, and a 3D field tracker. It 
is planned to add the option to use linear and second order 
tracking by matrices from the MAD codes [6,7]. Space 
charge models include ORBIT’s longitudinal, 2D potential 
and direct force methods, a full 3D (not parallel) solver, 
and uniform charge density 3D ellipses. A 2.5D solver has 
recently been added and tested by Hannes Bartosik of 
CERN. ORBIT’s longitudinal impedance model has also 
been ported to PY-ORBIT, and we are now in the process 
of porting the transverse impedance model. Other methods 
that have been ported from ORBIT include injection, foil 
and painting, RF cavities, collimation, apertures, and many 
diagnostics. 

Some capabilities have been developed in PY-ORBIT 
that are not included in the original ORBIT code. Routines 
have been developed for linac modeling, including RF 
cavities, magnets, and 3D full Particle-in-Cell (PIC) and 
elliptical space charge models. A detailed set of atomic 
physics routines has been developed for laser stripping 
applications, and special maps have been developed for 
nonlinear optics studies. One ORBIT code package that has 
not been ported to PY-ORBIT is the self-consistent 
electron cloud model. 

Detailed documentation of PY-ORBIT is, at best, 
incomplete. In the downloaded source code there are many 
examples that demonstrate the use of models in scripts. 
Some of the methods are documented in Google Code 
wikis. When in doubt, the user is advised to contact one of 
the developers for detailed answers. Finally, some of the 
nice features of PY-ORBIT come from the flexibility of 
Python. For example, the bunch class is extendable. The 
basic bunch contains only the 6D coordinates of each 
macroparticle. It is easy, however, for the user to add 
various properties, such as a particle index, spin, species, 
ionization number, excited state, etc. Because of this 
flexibility, it is easy and convenient to work with PY-
ORBIT. 

SPACE CHARGE MODELING OVER 
LONG TIMES 

Particle-tracking simulations for accelerators involve 
following particle distributions over time. Space charge 
physics has been successfully incorporated into particle-
tracking studies of linacs, transfer lines, accumulator rings, 
and rapid cycling synchrotrons (RCS). These space charge 
models have allowed the successful simulation of 
phenomena that would have been impossible otherwise. 
Even so, the evaluation of space charge effects is typically 
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the most computationally intensive part of the simulation. 
With the emergence of ever-higher beam intensities, it is 
now necessary to incorporate space charge effects into 
simulations of storage rings [8]. Calculations for storage 
rings require tracking beams for far longer times than those 
in linacs, accumulator rings, or rapid cycling synchrotrons. 
These long time scales place severe requirements on the 
speed and accuracy of the physics models and call for 
innovative methods of solution. At long time scales, there 
are also other effects besides space charge, such as lattice 
imperfections and nonlinearities, wake forces, neutral gas 
ionization and scattering, electron cloud interaction, 
intrabeam scattering, beam loss, and others, that may be 
critical. These effects are often relatively unimportant at 
short or intermediate time scales. To study them in the 
presence of space charge, it will be necessary to use an 
accurate depiction of the space charge forces. 

Space charge models attempt to account for the inter-
particle Coulomb force, and their evaluation requires the 
solution of Poisson’s equation. The first issue in space 
charge simulation is to choose a model that contains 
physics sufficient to address the problem. The tools of 
choice in most space charge simulations are fast Poisson 
solvers of various dimensionalities that directly use the 
tracked particle distribution to obtain the space charge 
force. The speed of fast solvers scales as order O(~M), 
where M is the number of macroparticles. The most 
popular of these solvers are the PIC methods in which the 
particle charges are distributed to a selected set of mesh 
points. This is followed by the solution of the resulting 
potential or forces at the mesh points using fast Fourier 
transforms (FFTs), and then the interpolation of the forces 
to the particle locations. Many PIC methods are described 
in Refs. [9,10]. Another order O(~M) method is the fast 
multipole method (FMM) [11], which expands the 
individual particle potentials as multipoles at the centers of 
a collection of square gridded cells containing the particles. 
These expansions are then shifted and accumulated 
through a hierarchy of coarser “parent cells” and the 
resulting totals are converted to Taylor series expansions as 
they are shifted backwards through the hierarchy of “child 
cells”. The result is a set of local Taylor series expansions 
in each initial cell for the potential and force due to the 
particles in distant cells. The method uses pairwise force 
evaluations for nearby particles to eliminate grid-based 
discretization effects completely. The FMM solves the N-
body force evaluation to machine precision when enough 
terms are retained in the multipole and Taylor series 
expansions. Even so, there are discretization effects due to 
the time step and the numerical particle distribution. 

For long time scale calculations, the appropriate choice 
is usually a 2D or 2.5D transverse solver. The latter choice 
is necessary when transverse properties vary longitudinally 
along the beam or when transverse impedances are of 
interest. These solvers can be used in conjunction with a 
separate 1D longitudinal model, since longitudinal 
evolution typically occurs much more slowly. However, 
some 2.5D solvers also incorporate the longitudinal force. 
The above models are valid only for long bunches in which 

the bunch length greatly exceeds the beam pipe radius, as 
is normally the case in proton storage rings. For short 
bunches where the longitudinal and transverse dimensions 
are comparable, such as those found in linacs, it is 
necessary to use full 3D space charge models. 
Computational requirements rise steeply with the 
dimensionality of the model, so it is important to adopt the 
simplest model that contains the necessary physics. 

Important issues that determine the applicability of space 
charge models are their ability to represent the beam 
distribution, nonphysical effects associated with the 
algorithm, and their computational speed. Before 
discussing the pros and cons of specific approaches, it is 
important to consider the nonphysical effects. These effects 
are the result of discretization errors due to finite time step 
size, the coarseness of the computational particle 
distribution, and the use of finite spatial grids. Time 
discretization is a feature of any space charge simulation, 
regardless of beam representation. While space charge 
forces act continuously in classical dynamics, simulations 
apply them as impulses, separated by single particle 
transport. At the very least, it is necessary to include many 
space charge evaluations per betatron or synchrotron 
oscillation. Further discretization errors occur when the 
tracked particles are used directly to provide the 
charge/current distribution. Real accelerator bunches 
typically have orders of magnitude more particles than 
bunches used in simulations. This results in an increased 
graininess of the force distribution and an increased 
potential for large binary collisions in simulations. Both of 
these effects introduce noise, or diffusion, into the particle 
evolution. The problem of the enhanced binary collisions 
is often handled by introducing artificial smoothing 
parameters into the inter-particle force Green’s functions. 
A final source of discretization in many PIC methods 
relates to the use of spatial meshes. However, because of 
the particle binning and force evaluation algorithms used 
in PIC models, gridding actually provides a smoothing of 
the local space charge forces. Before realizing this to be the 
case, we implemented an FMM solver in ORBIT in order 
to eliminate grid-based numerical effects. However, we 
discovered that, unless we introduced a smoothing 
parameter to the pairwise Coulomb force function, 
numerical diffusion was stronger than in the grid-based 
FFT methods. However, through the adjustment of the 
smoothing parameter, we were able to achieve answers and 
emittance growth rates comparable to those of FFT 
methods. Figure 1 compares RMS emittance evolution 
from FFT and FMM simulations with 105 macroparticles 
for a KV distributions and a uniform focusing lattice. The 
period for one bare tune betatron oscillation is 50 meters, 
and the space charge tune shift is one third of the bare tune. 
The results are shown for 100 bare tune betatron 
oscillations, or 5000 meters. The FMM calculations are 
carried out alternatively with no smoothing and with an 
interparticle force smoothing parameter of 0.03 mm. 
Clearly, numerical scattering leads to emmitance growth in 
the unsmoothed FMM calculation, and it is necessary to 
include the smoothing parameter to eliminate the 
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scattering. The grid and binning procedures provide this 
smoothing in the FFT approach. The FMM approach was 
abandoned because it provided no physics advantage over 
FFT methods and also because it ran a factor of ten to fifty 
times more slowly on sample problems, depending on 
parameter settings. 

 

 
Figure 1: RMS emittance evolution for FFT and smoothed 
and unsmoothed FMM calculations. 

 
In statistical and plasma physics collisions have been 

long characterized in terms of diffusion operators. In Ref. 
[12], a Fokker-Planck analysis was used to characterize 
entropy growth due to collisions and other stochastic 
processes in particle beams. More recently, this work was 
adapted to develop and successfully test an empirical 
scaling law for the collision frequency and subsequent 
emittance growth due to space charge in computer 
simulations [13]. The work in Ref. [13] was carried out for 
2D space charge in FODO channels, and the results are 
therefore applicable to the case of PIC simulation in 
storage rings. From the standpoint of space charge 
modeling over long time scales, the essential result is that 
the numerical collision frequency scales as 
 

ߥ ∝
ܰଶ

ܯ
ሺ1 െ

߂
ߣ
ሻ 

 
Here N is the beam intensity or number of physical 
particles, M is the number of macroparticles, Δ is the 
macroparticle size (smoothing length or grid spacing in 
PIC methods), and λ is a cutoff parameter. The collision 
frequency ν is directly related to the entropy and emittance 
growth of the beam. Thus, the rate of emittance growth 
increases as the square of the intensity and inversely with 
the number of macroparticles. The effect of finite grid or 
smoothing parameter size reduces the growth. Figure 2a 
shows the effect of grid smoothing on emittance growth for 
the same case as in Fig. 1, except that now the calculation 
is carried out for 1000 bare tune oscillations. Figure 2b 
shows the reduction in emittance growth due to increasing 
number of macroparticles. 

 

 

 
Figure 2: RMS emittance evolution for FFT PIC solver 
with a) two different grid sizes and b) different numbers of 
macroparticles. 

 
Given the results of Ref [13], we are now prepared to 

consider the choice of space charge model for long time 
scale simulations. Direct use of the distribution of tracked 
macroparticles to obtain the space charge forces has been 
the method of choice in previous simulations of linacs, 
transfer lines, accumulator rings, and RCS. These methods 
are preferred in that they provide a faithful representation 
of the beam distribution, which is often complex in real 
accelerators. In these previous applications it was possible 
to use enough macroparticles M to suppress the stochastic 
numerical emittance growth and carry out the calculation 
with a moderate amount of computer resources. Such 
simulations could typically be done on small clusters or 
even individual workstations. However, time scales for 
storage rings are orders of magnitude longer than those for 
linacs and small rings, and the above scaling law suggests 
that the number of macroparticles necessary to limit 
numerical emittance growth could become prohibitively 
large. Thus, the direct extension of PIC solution techniques 
to storage ring applications is likely to be extremely 
expensive from a computational standpoint, and may 
demand the use of massively powerful parallel 
supercomputers. 

Thus we arrive at the following question: Is there any 
alternative to massively parallel computing for studying 
the effects of space charge in storage rings? The answer 
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may be some simplified smooth or analytic representation 
of the space charge force. One drawback of such an 
approach is that it implies a limited ability to represent the 
actual beam distribution. One extreme example, called the 
envelope or particle core model, represents the space 
charge distribution as a uniform ellipsoidal core that 
propagates according to the envelope equation. The 
tracked particles feel the space charge force due to the 
propagating core. This force is linear inside the core. 
Envelope models are computationally fast and easy to 
apply. They have been used to support theoretical studies 
of halo generation by mismatched beams and also the 
approach to the half integer resonance. One limitation of 
such models is that a constant emittance is specified in the 
envelope and thus constrains the evolution of the core. 
Accordingly, envelope models are simple, but far from 
realistic. One can envision intermediate classes of methods 
for handling space charge through the use of analytic or 
smoothed distributions, where the parameters are fitted to 
those of a tracked macroparticle bunch beam. Such hybrid 
methods could, in principle, enjoy the speed and simplicity 
of envelope models, have parameters that evolve with the 
tracked beam distribution, and eliminate the noise 
associated with the graininess of the particle distribution. 

BENCHMARKING OF SPACE CHARGE 
MODELS 

As with all numerical simulation tools, it is essential to 
benchmark space charge routines. During its fifteen years 
of existence, ORBIT has been extensively benchmarked, 
including all its space charge models. Benchmark tests 
have included comparisons with analytic results, with 
experimental observations, and with other codes. PY-
ORBIT has been thoroughly benchmarked with ORBIT as 
models have been completed and tested. From this 
standpoint, we place the same confidence in the models in 
PY-ORBIT that we have in ORBIT. 

There are also formal benchmark tests for space charge 
routines. An excellent suite of benchmarks on several time 
scales involves space charge induced resonance trapping, 
and can be found in Ref. [14]. ORBIT has successfully 
completed eight of the nine benchmarks on this site, and 
the final case is under study. Some of the longer time scale 
tests, as posed on the site, are accompanied by significant 
numerically-induced emittance growth. Because of this, 
results in some cases are very sensitive to the parameters 
used in the calculation. This sensitivity is illustrated in Fig. 
3, which shows the emittance evolution with resonant 
trapping and detrapping over one synchrotron oscillation 
for two initially close test particles. The particle plotted in 
red is trapped on both halves of the oscillation, while the 
blue particle escapes trapping on the second half 
oscillation. 

 

 
Figure 3: Emittance evolution for two nearly identical 
particles in resonance trapping benchmark. 

CONCLUSION 
PY-ORBIT has matured to the point that it can be 

applied to almost all the problems accessible to ORBIT. 
The source code is publicly available and easy to use via 
Python scripts. Users are welcome to develop their own 
models in PY-ORBIT, either in Python for high-level 
models or C++ for computationally intensive routines. PY-
ORBIT code is carefully benchmarked with ORBIT before 
being made available to the public. 

In considering the choice of space charge model for a 
given application, the relevant issues involve 
representation of the beam, numerical fidelity with physics, 
and computational speed. For short to intermediate time 
scales occurring in linacs, transfer lines, accumulators, and 
RCS, FFT-based PIC methods of appropriate 
dimensionality have been the choice. For storage rings, 
which typically have long bunch length, 2D and 2.5D 
models are appropriate. For applying such models on long 
time scales, it is necessary to account for the effects of 
numerical collisionality on entropy and emittance growth. 
These effects were studied in Ref. [13] and a simple 
empirical scaling law was obtained. This law provides 
guidance on the necessary number of macroparticles, grid 
spacing, and therefore computer resources to address a 
given problem. If, for some applications, the necessary 
resources are prohibitive, it is worthwhile to consider 
whether a simpler, fast, analytically based approach might 
suffice. 

Benchmarking is always an essential step in validating 
new code. PY-ORBIT has been carefully benchmarked 
with ORBIT during its development, and ORBIT has been 
extensively benchmarked with analytic, experimental, and 
other code results. Finally, sensitivity of results must be 
considered in any benchmarking activity, especially when 
long time scales are involved. If small differences in input 
can lead to large differences in output, and if different 
codes agree on this, then care must be taken on interpreting 
the meaning of the benchmark results. 
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ARTIFICIAL NOISE IN PIC CODES AND CONSEQUENCES ON

Kazuhito Ohmi, KEK

Abstract

Emittance growth and beam loss due to nonlinear space

charge force has been studies using Particle In Cell sim-

ulation. Artificial noise due to macro-particle statistics

sometimes presents unphysical emittance growth. Artifi-

cial noise in Particle In Cell method disturbs the accurate

prediction of the emittance growth. Using a fixed peri-

odic space charge potential is one way to study emittance

growth in a first step. Frozen potential and induced reso-

nance are discussed in this paper. While emittance growth

in a presence of real noise is serious issue in accelerators.

Emittance growth under tune fluctuation is discussed with

relation to studies in beam-beam effects.

INTRODUCTION

In Particle In Cell codes, space charge force is given

by solving Poisson equation for macro-particles distribu-

tion mapped on grid space. Statistics of macro-particles,

which cause a density modulation in the grid space, result

in turn by turn fluctuation of the space charge force. Emit-

tance conservation/growth in a periodic system is subject

of our concern for the space charge effects. Artificial emit-

tance growth caused by the fluctuation disturbs an accurate

prediction, especially in long term simulation. Emittance

growth in a fixed periodic potential can be discussed. In

J-PARC, limitation of particle loss is very severe (1kW for

the beam energy 1MW). Space charge potential is nearly

determined by the core distribution. We can study emit-

tance growth in the potential given by distribution which is

initial or is fixed(frozen) at a time. Resonance and chaotic

behavior in the fixed potential are subjects to be studied. It

is important to study emittance growth dynamically chang-

ing potential for the next step.

Figure 1 shows evolution of x and σx in PIC simula-

tion (SCTR) [1]. The space charge force is calculated turn-

by-turn, where the number of macro-particle is 200,000.

Fluctuations in x and σx are seen. The noises level is

〈x〉 ≈ ±0.05 mm (0.5%σx,0) and σx ≈ 8.5 ± 0.02 mm

(0.2%σx,0). Higher order moments of the beam distribu-

tion must have similar fluctuation. Each particle experi-

ences nonlinear force with the fluctuations in the simula-

tion. Unphysical phenomena is seen in the simulation.
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Figure 1: Evolution of x and σx in Particle-In-Cell sim-

ulation (SCTR). Red and blue lines are given for lattice

without and with magnet alignment errors.

EXPERIENCES OF BEAM-BEAM
INTERACTIONS IN COLLIDERS AND
APPLICATION TO SPACE CHARGE

EFFECTS

Experiences of Beam-beam Interactions in Collid-
ers

Statistical noise in simulations is artifact, but noise in ac-

celerator is sometimes real issue. Noise of collision offset

from bunch-by-bunch feedback system degraded luminos-

ity performance in KEKB [2]. Crab cavity is planned to be

used in High Luminosity LHC. Noise in crab cavity phase

and in bunch-by-bunch feedback system, which causes col-

lision offset, has been studied in LHC [1, 3]. Theory for the

noise effects was developed by G. Stupakov [4] and T. Sen

et al.[5].

Potential (effective Hamiltonian) of the beam-beam in-

teraction is expressed by

U(x) =
Nprp
γp

∫ ∞

0

1− e−x2/(2σ2
r+q)

2σ2
r + q

dqδP (s) (1)

LONG TERM TRACKING
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where rp and γp are the classical radius of the proton and

the relativistic factor of the beam, respectively. The poten-

tial acts once per revolution at the collision point due to the

periodic delta function δP (s) for the circumference. The

potential is expanded by Fourier series as follows,

U(J, ψ) =
NprP
γp

∞
∑

k=0

Uk(a) cos 2kψδP (s) (2)

The potential with an offset Δx is given by

U(x+Δx) = U(x) + U ′(x)Δx. (3)

Δx is a random variable fluctuated turn-by-turn. Change

of J per collision is given for the potential by

ΔJ = −∂U(x+Δx)

∂ψ
= −∂U

′

∂ψ
Δx. (4)

∂U(x)/∂ψ, which gives modulation of betatron motion,

does not contribute emittance growth. Averaging the off-

set noise, diffusion of J per collision is given by

〈ΔJ2〉 = ∂U ′

∂ψ

∂U ′

∂ψ
〈Δx2〉 (5)

The Fourier expansion of the potential with respect to

the offset now becomes

U ′(J, ψ) =
Nprp
2γσr

∞
∑

k=0

Gk(a) cos(2k + 1)ψ, (6)

where

Gk(a) =
√
a
[

U ′k+1 + U ′k
]

+
1√
a
[(k + 1)Uk+1 − kUk] ,

(7)

and U ′k is the derivative evaluated at a = J/(2ε). Diffusion

of betatron amplitude is expressed by

〈ΔJ2〉 ≈ N2
p r

2
pΔx

2

8γ2σ2
r

∞
∑

n=−∞

∞
∑

k=0

(2k + 1)2G2
k cos[(2k + 1)nμ]e−|n|/τ

≈ N2
p r

2
pΔx

2

8γ2σ2
r

∞
∑

k=0

(2k + 1)2Gk(a)
2 sinh 1/τ

cosh 1/τ − cos(2k + 1)μ
. (8)

The diffusion of betatron amplitude approximately lin-

early depends on its amplitude. The slope is expressed by

〈ΔJ2〉
a

=
N2
p r

2
p

8γ2
Δx2

σ2
r

× 4.4. (9)

Convolution of the Eq.(9) by distribution function gives

emittance growth rate and luminosity degradation as

ΔL

L
=

Δε

ε
=

(

ξ
Δx

σr

)2

× 21.7. (10)

Weak-strong simulation, using frozen Gaussian colliding

beam, has been done to study the effects of noise. 1 Figure

2 shows the luminosity degradation rate as function of off-

set noise amplitude. The rate given by formula Eq.(10) is

plotted by three lines for the beam-beam tune shift values.

The degradation rates agree well.

-35

-30

-25

-20

-15

-10

-5

 0

 0  0.0002  0.0004  0.0006  0.0008  0.001
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ξtot=0.04
ξtot=0.05

Figure 2: Diffusion rate without a crossing angle given

by weak-strong simulation compared with predictions from

Eq. (10).

Strong-strong simulation, in which Poisson solver is ex-

ecuted turn-by-turn using the particle in cell algorithm, has

also been performed. Figure 3 shows the luminosity degra-

dation rate. The agreement with formula Eq.(10) is again

very well.

Application to Space Charge Force
The theory is applicable for space charge force. We

sketch the theory. Beam distribution is assumed to be Gaus-

sian in x-y space.

Nρ(x, y, z) =
λ(z)

2πσxσy
exp

(

− x2

2σ2
x

− y2

2σ2
y

)

(11)

where dispersion is taken into account in σx, σ2
x = βxεx +

η2x(Δ/p)
2. Space charge force distributes along whole

ring. The effective potential/Hamiltonian for one turn map

is evaluated by integration of the space charge potential.

Effective one turn potential (U ) is given by
∏

i=0

exp(−Hi+1,i) exp(−Ui) = exp(−H)×
∏

exp(Hi+1,0) exp(−Ui) exp(−Hi+1,0)

= exp(−H) exp(−U) (12)

Leading order expression of U is given by integration of Ui
with taking into account of the betatron phase,

U =

∫

ds′U(s′) =
λprp
β2γ3

∮

ds′ (13)

∫ ∞

0

1− exp
(

−βx(s
′)X(s,x′)

2σ2
x+u

− βy(s
′)Y (s,s′)

2σ2
y+u

)

√

2σ2
x + u

√

2σ2
x + u

du

1Simulation using frozen potential is called weak-strong simulation,

and turn-by-turn simulation is called strong-strong simulation in the

beam-beam society.
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Figure 3: Diffusion rate given by strong-strong simulation

compared with predictions from Eq. (10). Top and bottom

are for the beam-beam tune shift 0.0055/IP and 0.011/IP,

respectively.

where

X(s, s′) =
√

2Jx cos(ϕx(s
′) + φx(s))

Y (s, s′) =
√

2Jy cos(ϕy(s
′) + φy(s)) (14)

Cross terms between space charge nonlinearities and be-

tween them of space charge and nonlinear magnetic com-

ponents are neglected.

The Fourier component, which correspond to resonance

strength, is given by

Um(Jx, Jy) =
λprp
β2γ3

∮

ds

∫ ∞

0

du
√

2σ2
x + u

√

2σ2
x + u

[

δmx0δmy0 − exp(wx − wy)(−1)(mx+xy)/2

Imx/2(wx)Imy/2(wy)e
−imxϕx−imyϕy

]

. (15)

where H and U are one turn effective Hamiltonian of lat-

tice transformation and space charge force, respectively.

The diffusion rate due to offset noise for the space charge

potential Eqs.(13) and (23) is estimated by Eq.(8). Figure

4 shows the Fourier component/resonance strength for hor-

izontal betatron phase as function of betatron amplitude. It

is seen that lower component U40 is dominant. Diffusion

rate due to the noise is evaluated by Eqs.(6) and (7) using

Uk and U ′k evaluated by Fig.4.

Tune Fluctuation due to Ripple in J-PARC MR
We discuss effects of realistic noise in space charge

dominant machine, J-PARC Main Ring. Tune modulation
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Figure 4: Resonance strength given by Eq.(23).

due to ripple of power supply has been observed around

δν ≈ ±0.01 with 50Hz in J-PARC MR,. Diffusion of J
for tune modulation is evaluated by similar formula as the

offset noise as follows,

〈ΔJ2〉 ≡ 〈(J(N)− J(0))2〉
N

(16)

=
1

N

N
∑

i=0

N
∑

j=0

∂Ui
∂ψ

∂Uj
∂ψ

〈ΔψiΔψj〉. (17)

One summation is replaced byN , then another is expressed

by summation of correlation of the noise.

〈ΔJ2〉 =
∞
∑

n=−∞

∂U�
∂ψ

∂U�+n
∂ψ

〈Δψ�Δψ�+n〉. (18)

The correlation is expressed by

〈Δψ�Δψ�+n〉 = 4π2Δν2e−|n|/τc (19)

where the correlation time is 50Hz, τc = 4, 000 turns

(C=1567m). The diffusion rate of the betatron amplitude

is expressed by,

〈ΔJ2〉 = 8π2Δν2
∞
∑

k=0

k2U2
k

sinh 1/τc
cosh 1/τc − cos 4πkν

(20)

The diffusion rate is evaluated by Um ∼ 10−7 m at J ∼ 4ε
in Fig. 4.

√

〈ΔJ2〉 ∼ 5.6×10−10m at J ∼ 4ε = 40×10−6m (21)

The beam loss is evaluated by convolution of the beam dis-

tribution and diffusion rate as function of J .

The magnet ripple should cause fluctuations not only

tune but also beta function and dispersion; that is beam size

fluctuate turn-by-turn. In this approach, treatment of reso-

nance is not sufficient. Synchrotron motion may be also

important. These effects are discussed in the future.

FROZEN MODEL IN SCTR CODE
SCTR code has developed to study space charge effects

in J-PARC. The code is based on the ordinary Poisson
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solver using particle in cell algorithm. Basically poten-

tial for space charge force is calculated every 1-2 meter

(< βxy) interval. The potential can be frozen and recal-

culated any time. The potential, which is represented by

spline functions, is stored every points with 1-2 m interval.

Figure 5 shows dipole motion and beam size evolution

in frozen mode (green) compared with those of non-frozen

mode (blue). Dipole motion seen in non frozen mode is

larger than that in frozen mode. It is difficult to say whether

the motion in nonfrozen motion artifact, it enhances emit-

tance growth in the simulation. Beam size in non-frozen

model increase faster, but the difference is not remarkable.

No quadrupole oscillation in non-frozen model is seen.
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Figure 5: Dipole motion and beam size evolution in frozen

mode. Green and blue lines are given by frozen and non-

frozen modes, respectively.

Remarkable difference is seen in hallo distribution and

beam loss. Comparison of frozen/non-frozen model was

performed and presented at PAC07 [1], for example. Fig-

ure 6 shows the difference of frozen/non-frozen simulation.

Red and magenta lines depict beam-loss for frozen model

with 128 × 128 grid, 160k macro-particles and 64 × 64
grid, 40k macro-particles, respectively. The beam loss is

independent of grid size/number and macro-particle num-

ber. Green and blue lines depict beam-loss for non-frozen

model with 128 × 128 and 64 × 64 grid for 160k macro-

particles, respectively. Cyan line depicts beam loss 64×64
grid for 40k macro-particles. Beam statistics strongly af-

fect the beam loss in non-frozen model. This beam loss is

artifact and should be more remarkable for high tune shift

as is also seen in the beam-beam studies.

The frozen model is merit for computation performance

using many processors. For PIC simulation, grid informa-

 0.99
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Figure 6: Evolution of beam loss in frozen and non-frozen

tion must communicate between processors. The commu-

nication is necessary only when potential is recalculated in

frozen model. Thus parallel computation using > 1000
processors is performed without performance loss. Figure

7 shows beam distribution during fully acceleration of J-

PARC RCS 0.4GeV to 3GeV (top) and MR 3GeV to 30

GeV (bottom) [6].
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Figure 7: Evolution of the beam distribution during accel-

eration of J-PARC RCS(top) and MR(bottom).

Simulation for Choice of Operating Point in J-
PARC MR

The frozen simulation is used for choice of operating

point in J-PARC MR. MR has been operated at (νx, νy) =
(22.40, 20.75). Figure 8 shows beam loss map in the tune

area, 22.0 < νx < 22.5 and 20.5 < νy < 21.0. Green area

corresponds to the loss less than ΔN/N0 < 10−4 in 5,000

model.
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turns. Wide green space is seen for the case without lattice

errors in left picture. When errors are taken into account,

sum x-y linear coupling resonance νx+νy = 43 clearly de-

grades beam loss. Dominant error is rotation of quadrupole

magnets. Sum resonance component of x-y coupling is cor-

rected, then the beam loss is recovered partially as shown

in right picture.

Figure 8: Beam loss map near present operating point.

Loss of green mark is ΔN/N0 < 10−4, in 5000 turns.

Beam loss map is obtained in wider area 20.0 < νx <
23.0 and 20.0 < νy < 22.0 as shown in Figure 9.

Several good operating point are seen around (ν , νx y) =
(21.38, 21.40) and (20.9,20.88). (22.38,22.40) is also good

though it is out of the area. It is possible to study at injec-

tion energy in the area, but is hard for magnet strength at

the top energy. Figure 10 shows the beam loss evolution at

three operating points. Lattice error is taken into account in

this simulation. At present operating point, coupling reso-

nance is severe. but is somewhat recovered by correction

using skew quadrupole magnets. For (21.38,21.40) and

(22.38,22.40), degradation due to lattice error is not severe.

The beam loss is far less than present point. Another mo-

tivation of choosing the operating point νx ≈ νy is better

integrability due to angular momentum conservation in x-y

motion [7, 8]. Beam test is being done for (21.38,21.40)

and (22.38,22.40) in Nov 2014 [9].

Figure 9: Beam loss map wide tune area, 20 < νx < 23,

20 < νy < 22. Lattice error is not taken into account;

wiout and with coupling correction. Loss of green mark is

N/N0 < 10−4 in 5,000 turns.
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Figure 10: Beam loss at operating points (21.38,21.40),

(22.38,22.40) and (22.40,20.75). Lattice error is taken into

account.

EVALUATION OF RESONANCE WIDTH
IN THE FROZEN POTENTIAL

In the frozen model, emittance growth is caused by

chaotic diffusion near resonances. Resonances induced by

the potential in the frozen model can be evaluated analyti-

cally, for example in Gaussian distribution.

Phase space structure near resonances are characterized

by the resonance width. It is determined by their strength

and tune slope for amplitude as follows,

ΔJx = 2

√

Umx,0

Λ
Λ =

∂2U00

∂J2
x

. (22)

The resonance width is estimated for Gaussian distribu-

tion by analytic method, The tune slope ∂2U00/∂J
2
x is in-

duced by space charge potential. That of space charge is

dominant for that of nonlinear magnets as shown later. The

tune slope is evaluated by U00(Jx, Jy) in Eq.(23).

U00(Jx, Jy) =
λprp
β2γ3

∮

ds

∫ ∞

0

dη√
2 + η

√

2ryx + η

(1− e−wx−wyI0(wx)I0(wy)). (23)

where ryx = σ2
y/σ

2
x and

wx =
βxJx/σ

2
x

2 + η
. wy =

βyJy/σ
2
y

2 + η/ryx
. (24)

∂

∂Jx
=
βx/σ

2
x

2 + η

∂

∂wx
.

∂

∂Jy
=

βy/σ
2
x

2ryx + η

∂

∂wy
. (25)

The tune shift is given by derivative of U00 for Jxy as

follows,

2πΔνx = −∂U00

∂Jx

= − λprp
β2γ3

∮

ds
βx
σ2
x

∫ ∞

0

e−wx−wydη

(2 + η)3/2(2ryx + η)1/2

[(I0(wx)− I1(wx))I0(wy)] , (26)
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2πΔνy = −∂U00

∂Jy

= − λprp
β2γ3

∮

ds
βx
σ2
x

∫ ∞

0

e−wx−wydη

(2 + η)1/2(2ryx + η)3/2

[I0(wx)(I0(wy)− I1(wy))] . (27)

The tune slope is given by second derivative of U0 as

follows,

∂2U00

∂J2
x

= −2π ∂νx
∂Jx

(28)

=
λprp
β2γ3

∮

ds
β2
x

σ4
x

∫ ∞

0

e−wx−wydη

(2 + η)5/2(2ryx + η)1/2
[{

3

2
I0(wx)− 2I1(wx) +

1

2
I2(wx)

}

I0(wy)

]

,

∂2U00

∂J2
x

= −2π ∂νx
∂Jy

= 2π
∂νy
∂Jx

=
λprp
β2γ3

∮

ds
βxβy
σ4
x

∫ ∞

0

e−wx−wydη

(2 + η)3/2(2ryx + η)3/2

[(I0(wx)− I1(wx))(I0(wy)− I1(wy))] , (29)

∂2U00

∂J2
y

= −2π ∂νy
∂Jy

(30)

=
λprp
β2γ3

∮

ds
β2
y

σ4
x

∫ ∞

0

e−wx−wydη

(2 + η)1/2(2ryx + η)5/2
[

I0(wx)

{

3

2
I0(wy)− 2I1(wy) +

1

2
I2(wy)

}]

,

where I0(x)
′ = I1(x), I0(x)

′′ = (I0(x) + I2(x))/2 are

used.

Figure 11 shows tune spread (Δνx,y(Jx, Jy)), slope

(∂2U0/∂J
2
x), 4-th order resonance strength (U4,0) and its

width due to space charge force. The resonance width is

visible size, 0.2ε, when JR = ε.
Resonances and tune spread/slope are also induced by

nonlinear magnets. One turn map is expanded by 12-th

order polynomials. Taking at phase independent term, H00

is obtained as

.
(31)

Figure 12 shows the tune shift and slope. Typical tune slope

is ∂2H00/∂x
2 = 1000 ∼ 3000. This value is similar for

U00 at Jx = 32ε, namely tune slope of space charge is

dominant for that of lattice nonlinearity at J < 9ε(3σ),
vice versa.

Resonance strength due to lattice nonlinearity is ob-

tained by the one turn map. Table 1 shows the resonance
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Figure 11: Tune spread (Δνx,y(Jx, Jy)), slope

(∂2U0/∂x
2), 4-th order resonance strength (U4,0)

and its width due to space charge force as function of JR.

.

Table 1: Resonance width Under the Tune Slope Eq.(31)

width determined by resonance strength up to 4-th and the

tune slope, Eq.(31). The width is reduced by space charge

slope in Fig.11 depending on the resonant amplitude JR.

In simulation with the frozen model, resonance width

is seen in the phase space plot. Figure 13 shows the x
phase space plot for parabolic (top) and Gaussian (bottom)

beam, and compared with analitical estimate. Left and right

plots is given for ideal and error lattices, respectively, at

(νx, νy) = (21..38, 21.40). 4-th order resonance is seen in

parabolic, but not in Gaussian in ideal lattice. It is seen in

Gaussian beam for error lattice. The 4-th order resonance

is somewhat weaker than the previous estimation in Fig.11.

Figure 14 shows x phase space plot at (νx, νy) =
(22..41, 20.80). Top and bottom plots are for parabolic and

Gaussian beam, respectively. Left and right are for ideal

and error lattice, respectively. 3rd order resonance is seen.

Separatrix structure of 3rd order resonance is destroyed in

the error lattice. We guess this is due to x-y linear coupling
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Figure 12: Tune spread, ∂2H00/∂x
2 induced by lattice

nonlinearity.

Figure 13: Phase space plot given by frozen model simu-

lation for parabolic (top) and Gaussian (bottom) beam at

(νx, νy) = (21..38, 21.40). Left and right plots are for

ideal and error lattices, respectively.

resonance (νx + νy = 43). The two resonances excited si-

multaneously in this point.

TOY MODEL WITH THE TUNE SLOPE
AND RESONANCE STRENGTH

We study a model with a given tune slope and resonance

strength. This is an example of Hamiltonian,

H = μ0J +

(

J +
e−2aJ

2a

)

+ bJ cosmφ (32)

The tune shift is given by

μ =
∂H

∂J
= μ0 + (1− e−2aJ). (33)

Figure 14: Phase space plot at (νx, νy) = (22..41, 20.80).
Top and bottom plots are for parabolic and Gaussian beam,

respectively. Left and roght are for ideal and error lattice,

respectively.

For small amplitude tune shift 2aJ , where a > 0. The tune

slope is given by

∂2H

∂J2
= 2ae−2aJ . (34)

Half width of the resonance is expressed by

ΔJ =

√

2bJR
ae−2aJR

. (35)

Symplectic integration is performed by H(J, φ) as fol-

lows,

Jn+1 =
Jn

1− bm sinmφn
(36)

φn+1 = φn + μ+ (e−2aJn+1 − 1) + b cosmφn

where Jn and φn are those of n-th turn.

We study two cases of parameters,

• a = 0.5, b = 0.002, m = 4, μ = 2π × 0.203

• a = 0.5, b = 0.0002, m = 4, μ = 2π × 0.203

The resonance widths are given as (1) ΔJ = 0.07 and (2)

=0.02. The betatron amplitude, where the resonance hits,

is JR = 0.38.

The model is tracked using the two sets of parameters.

Figure 15 shows phase space trajectories. 4-the order res-

onance is seen, and their position (JR) and widths agree

with the formula, Eqs.(33) and (35)

Tune spread area modulates due to synchrotron oscilla-

tion. To study the effect, the strength of tune shift term a is

made a modulation as

a =
a0
2
(1 + cos 2πνsn). (37)

The resonant amplitude move to larger amplitude for small

a. The model does not match to space charge force in this
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Figure 15: Phase space trajectory for the model map,

Eq.(36). Left and right plots correspond to parameters (1)

and (2), respectively.

point. This model should be improved in the future. Fig-

ure 16 shows phase space plot taking into account of the

effective synchrotron motion. Chaotic area drastically in-

creases due to the synchrotron motion. Figure 17 shows the

emittance growth of the model with Eqs.(36) and (37). We

can see the emittance growth depending on the resonance

width.

Figure 16: Phase space trajectory for the model map taking

into account of effective synchrotron motion, Eqs.(36) and

(37). Left and right plots correspond to parameters (1) and

(2), respectively.
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Figure 17: Emittance growth of the model with Eqs.(36)

and (37).

SUMMARY

Noise of PIC simulation induces artificial emittance

growth. While collision offset noise in colliders, which

is similar situation in computer simulation, is real issue.

Noise of power supply ripple in J-PARC can be treated sim-

ilar way.

To avoid noise frozen model is used as cross check of

ordinary non-frozen model simulation. The model is lim-

ited to study incoherent emittance growth. Tools to study

the incoherent resonance effect is being prepared. Simple

toy model was executed to understand resonance phenom-

ena. Synchrotron motion is important for emittance growth

combined with the resonances.

Complex accelerator system with complex space charge

effects may be represented by simple several lines of

Hamiltonian, though simple accelerator system with fun-

dermental space charge effect is complex.

The author thanks fruitful discussions with Drs. H.

Harada, S. Igarashi, A. Molodozhentsev and Y. Sato.
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INSTRUMENTATION DESIGN AND CHALLENGES AT FRIB* 

S. Lidia#, Facility for Rare Isotope Beams, Michigan State University, East Lansing, MI, USA 

Abstract 
The Facility for Rare Isotope Beams (FRIB) will use a 

superconducting linear accelerator to extend the heavy ion 
intensity frontier for ion species from protons to uranium. 
The unique design of the twice-folded linac, coupled with 
the 5 orders of range of beam intensities present new 
challenges for instrumentation, and machine protection 
systems. Multi-charge state beams in the low energy linac 
and dispersive arc regions add complexity to 
instrumentation systems used for longitudinal tuning and 
transverse orbit optimization. Beam loss monitoring 
systems must distinguish losses from the three parallel 
linac segments sharing the same enclosure. Finally, quick 
response to abnormal conditions is required to prevent 
catastrophic damage to beam line components from the 
high power, heavy ion beams. We present an overview of 
beam diagnostic systems and detection networks required 
for the safe tuning, operation, and maintenance of FRIB. 

FRIB FACILITY OVERVIEW 
Facility for Rare Isotope Beams (FRIB) is a high-power, 

high-brightness, heavy ion facility under construction at 
Michigan State University under cooperative agreement 
with the US DOE [1]. The linac will accelerate ions to 
energies above 200 MeV/u, with up to 400 kW of beam 
power on target. The linac facility, shown in Fig. 1, 
consists of a Front End, three Linac Segments (LSs) 
connected by two Folding Segments (FSs), and a Beam 
Delivery System (BDS) leading to the production target 
[2]. 

The front-end consists of two ECR (Electron Cyclotron 
Resonance) ion sources, a normal conducting CW 
(continuous wave) RFQ (Radio Frequency Quadrupole) 
linac, and beam transport lattices. Ion sources are located 

on the ground level and beam from one of two ion sources 
is delivered to the linac tunnel through a vertical beam 
drop. An electrostatic chopper upstream of the vertical 
beam drop is the primary control of the time structure and 
duty cycle of the ion beam. A multi-harmonic buncher 
(MHB) precedes the RFQ and impresses the initial 80.5 
MHz RF time structure on the beam. The front end is 
shown schematically in Fig. 2. 

 

 
Figure 2: Front end schematic layout. 

 
This paper will first discuss the requirements and 

specifications of the beam instrumentation systems 
necessary for FRIB commissioning and operation. Then 
specific challenges and issues will be presented, along with 
proposed solutions, which arise from the unique design and 
operation of this facility. 

 

 
Figure 1: FRIB drive linac schematic layout.

OVERVIEW OF BEAM DIAGNOSTIC 
INSTRUMENTATION 

The suite of beam instrumentation systems is designed 
to facilitate initial commissioning and tuning activities 

 ___________________________________________  

*This material is based upon work supported by the U.S. Department 
of Energy Office of Science under Cooperative Agreement DE-
SC0000661, the State of Michigan and Michigan State University. 
#lidia@frib.msu.edu 
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preceding user operations, and then to monitor beam 
transport and acceleration function, and to provide sensors 
for machine protection during operations. Diagnostic 
systems will be provided to continuously measure beam 
position and orbit deviations, beam current and 
transmission at several points, and beam loss induced 
radiation fields. On-demand diagnostics will produce 
measurements of beam phase space densities, bunch 
duration, 1-D beam profiles and 2-D transverse (x-y) or 
hybrid (x-z) distributions. Time of flight measurements 
using a dense network of beam position monitors will 
enable phase and amplitude tuning of the linac sections [3]. 

Beam Modes 
The FRIB linac is designed to support multiple operating 

modes with varying time structure and peak intensity of the 
ion beams. These modes can be grouped into four general 
categories: 
 Short pulse (<5 – 50 s), low duty cycle (< ~1 Hz), 

varying intensity (50 to 650 A) 
 Moderate pulse length (~0.01 s to s), low duty cycle 

(< ~1 Hz to 5% duty factor), nominal intensity (3 – 10 
pA) 

 Approximately CW (50 s gap @ 100 Hz), low to 
nominal intensity (<10 to 400 kW) 

 Dynamic ramp to high power (variable intensity, 
pulse duration, and repetition rate) to slowly increase 
the target temperature (~10 minutes) 

 
Several modes used for commissioning the front end and 

fragment separator lack quantitative definition, but may be 
mapped to one of the other categories. These modes exhibit 
a wide range in intensity (2 – 650 eA for Front End 
commissioning, and 0.0001–30 pnA for fragment separator 
commissioning and secondary beam development). 

Overall Requirements and Sensitivities 
To meet the demands of the FRIB experimental systems, 

stringent requirements on the linac driver and beam 
delivery system are imposed. These are summarized in 
Table 1. 
 

Table 1: Required beam parameters at target for five-
charge-state Uranium 

Parameter Value Required (% beam) 
Beam spot size 1 mm ≥ 90% 
Angular spread ±5 mr ≥ 90% 
Bunch duration 3 ns ≥ 95% 
Energy spread ±0.5% ≥ 95% 

 

Front End 
The instrumentation package in the Front End section 

will enable selection and tuning of two charge states for 
simultaneous production, acceleration and transport to the 
first linac segment, while maintaining beam quality. Each 
source line (Fig. 2) will include a diagnostic station, 
capable of intercepting up to 300 W of continuous beam 

power, which includes (i) horizontal and vertical charge-
selecting slits; (ii) a Faraday cup; (iii) view screen and 
optics; and (iv) horizontal and vertical Allison scanners.  

The LEBT beamline contains the electrostatic, 
deflecting mode chopper and Faraday cup monitor for the 
deflected beam, followed by collimating apertures. A 
sequence of 1-D profile monitors and pepperpot emittance 
monitor analyze the beam quality and ensure that the 
transport lattice and beam distribution are well matched. 
Following the multi-harmonic buncher and velocity 
equalizer [3], a stripline fast Faraday cup [4] will be 
utilized to monitor the longitudinal distribution prior to 
injection to the RFQ.  

Beam current monitors (BCMs, ACCT-type [5]) 
continuously monitor the beam transmission through the 
RFQ and at the exit of the MEBT. A 50 s, 100 Hz current 
notch or beam gap is imposed by the chopper so that the 
current baseline can be periodically recovered with the 
ACCTs. Beam position monitors (BPMs), tuned to a 
harmonic of the 80.5 MHz cavity frequency, are introduced 
following the RFQ. Nearly all BPMs in the FRIB lattice 
use 20-mm diameter, capacitively-coupled buttons to sense 
beam excursions [6].  

Linac Segments 
The first linac segment (LS1) accelerates the two-

charge-state ion beam from 500 keV/u to 16 MeV/u. Beam 
position monitors are placed both in the cryogenic 
assembly between superconducting solenoids and RF 
cavities (Fig. 3), as well as in the warm sections between 
cryomodules (Fig. 4). In the remaining two linac segments 
(LS2 and LS3), BPMs are placed in the warm sections 
between cryomodules.  

 

 
Figure 3: Cryogenic BPM installed between solenoid and 
cavity in LS1. 

Beam current monitors are installed along each straight 
arm in the folded linac. These are Bergoz AC current 
transformers (ACCTs) with ~300 kHz high frequency 
cutoff, and 100 ms droop (L/R) time constant. The 
positions of the unshielded current monitors have been 
optimized to limit the DC magnetic field  

Loss (or Halo) Monitor Rings [7][8] are installed in the 
warm sections between cryomodules. These niobium rings 
have apertures that closely match the physical apertures of 
the cryomodules. They are capacitively-coupled to the 
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electrical ground of the diagnostic box and provide a 
measurement of intercepted current whether from halo 
scraping or transverse excursions of the beam core.  

 

 
Figure 4: Warm section diagnostic box, with wire profile 
monitor (PM), BPM, and loss monitor ring (LMR). The 
profile monitor (shown) is absent in stations connecting 
cryomodules. 

External beam loss monitors (ionization chambers and 
scintillator-PMT-based, moderated neutron detectors) will 
be placed along the high energy side of LS2 and along LS3 
for prompt detection of x-rays and gammas, and for more 
sensitive detection of neutron fluxes.  

Folding Segments 
The low energy (~16 MeV/u) Folding Segment 1 serves 

several purposes: (i) to provide a warm magnet transport 
lattice to connect LS1 to LS2; (ii) to strip the two-charge-
state ion beam into many charge states, followed by; (iii) 
selecting up to five charge states for transport and insertion 
in LS2; and, finally, (iv) to provide a straight-ahead beam 
dump line for commissioning and tuning LS1. A second 
beam dump in FS1 is provided to facilitate tuning of the 
charge state selector and optics. The high energy (~150 
MeV/u) Folding Segment 2 provides a superconducting 
magnetic transport lattice to connect LS2 to LS3, as well 
as a straight ahead beam dump for LS2 commissioning and 
tuning. 

The basic instrumentation suite includes beam position 
monitors, transverse profile monitors, and beam current 
monitors. The charge stripper imposes constraints on the 
impinging beam distribution to limit the growth in energy 
spread and beam emittance. A Feschenko-type bunch 
shape monitor [9] will be used to monitor the transverse 
and longitudinal bunch profile, enabling upstream tuning 
to match the stripper admittance. 

Beam Delivery System 
The final transport lattice which comprises the Beam 

Delivery System (BDS) serves to deliver the multi-charge-
state beam to the target with parameters given in Table 1, 
for example. The beam instrumentation design includes 
beam position, transverse profile, and beam current 
monitoring. A full energy (200 MeV/u), straight ahead 

beam dump is used for commissioning and tuning of LS3 
and the linac-to-BDS transport line, but is not rated for full 
beam power. 

CHALLLENGES FOR BEAM 
INSTRUMENTATION 

FRIB employs a superconducting linac to accelerate the 
high power, high brightness hadron beam. As such, it 
shares operational issues with other facilities (SNS, ESS, 
RHIC, LHC, JPARC, etc.) with regards to power handling 
and cleanliness of components, restrictive access to the 
beam line and prohibitions against actuated diagnostics 
near cryomodules, etc. Several other challenges for beam 
instrumentation are introduced in the FRIB case due to the 
low energy of the heavy ion beams, the folded linac 
geometry, and the requirement to transport multiple charge 
states simultaneously. 

Low-Beta Beam Position Monitoring 
The relatively low velocity of the ion beams in the drive 

linac has implications for accurate beam position 
monitoring. With low , the electric field lines spread out 
resulting in longer, slower image current, and reduced high 
frequency content. This effect depends on the proximity to 
the button and produces a position- and velocity- 
dependent frequency response [6][10][11]. 

Shafer’s analysis of low-beam pickups [11] identified 
a correction factor determine position. With BPM buttons 
A and B centered on the midplane (with separation D), the 
beam position is estimated as 

ݔ∆ ≅
ଵ

ଵାீ



గ

ି

ା
,  (1) 

where 

ܩ ൌ 0.0347 ቀ
ఠ

ఉ



ఊ
ቁ
ଶ
െ 0.00181 ቀ

ఠ

ఉ



ఊ
ቁ
ଷ
. (2) 

 

 
Figure 5: Linear correction factor for low-. [6] 

The linear correction factor for the FRIB BPMs are 
shown in Fig. 5. The effect is pronounced for position 
measurements in the MEBT, the lower energy region of 
LS1, and the large dispersion region of FS1 which requires 
large aperture BPMs. 
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Multiple Charge State Beams 
The acceleration, transport and delivery of a multiple 

charge state composite beam presents particular 
complications to the beam instrumentation design and 
functionality for establishing the machine tune. 
Representative ion species for FRIB are listed in Table 2, 
where Q1 is the beam charge state in the Front End and 
LS1, and Q2 is the beam charge state following the stripper 
and charge selector in FS1. In the case of Uranium, two 
charge states are transmitted to the stripper, with five states 
selected for additional acceleration and target delivery. 

 

Table 2: Representative Ion Species in FRIB 

Ion 
Species 

A Emax 
(MeV/u) 

Q1 Q2-
center 

Q2-
spread 

U 238 200 33, 34 78 76-80 
Xe 136 242 24 51 50-52 
Kr 86 262 17 35 35 
Ca 48 268 12 20 20 
Ar 36 318 10 18 18 
O 16 319 3 8 8 

 
From a beam dynamics perspective, the effect of 

multiple charge states is homologous to a momentum 
spread: ΔQ/Q ~ Δp/p. In the case of Uranium beams, the 
charge state spread (ΔQ/Q) is ~3% before the stripper and 
~6% following the selector. Differential focusing and 
acceleration is required to remove different charge-state-
induced phase space offsets. 

Uranium beams undergoing low energy acceleration in 
LS1 will execute synchrotron oscillations. Due to the large 
ΔQ/Q separation between charge states they will orbit 
about different stable phase points. The result is an overall 
oscillation in the longitudinal emittance (Fig. 6). 

The challenge to beam instrumentation is to spatially 
resolve the phase dispersion of the two charge states along 
the linac. This can be accomplished by utilizing the 
network of BPMs and measuring phase differences 
between the fundamental and 3rd harmonic of the bunch 
frequency, for example. 

A separate issue with multi-charge state beams arises in 
FS1 due to dispersion. Figure 7 shows the effect near the 
position of maximum dispersion for the ideal lattice case. 
Here, the beam distribution at the BPM following the 
charge selector is dispersed horizontally by up to ~80 mm. 
A large (150 mm) aperture, elliptical, split plate BPM 
design (Fig. 8) provides a larger linear response regime 
[12]. 

 

 
Figure 6: Longitudinal emittance evolution of two-
charge-state beam in LS1 

 
Figure 7: Five-charge-state beam dispersion in FS1. 

Large Dynamic Range of Beam Intensity 
The previously discussed beam modes define the range 

of conditions that the beam instrumentation must serve. 
Beam instrumentation is required to detect beam currents 
ranging from ~1 mA to ~1 A, with bandwidths sufficient 
to provide sensitivity over orders of magnitude in duty 
cycle or pulse duration (CW to 50 s pulse duration at 1 
Hz). Additional operating modes (albeit a small fraction of 
the operating schedule) require lower peak intensities and 
average beam power. The baseline resolution requirements 
for the diagnostic systems assumes CW operation with 100 
A beam current. Operationally, for reduced average beam 
currents, longer integration or averaging times may be used 
to restore resolution. In the extreme case of ion beam fluxes 
~100 pfA, intercepting diagnostics may be utilized with 
long integration times to acquire flux density information 
on the transported beams. 
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Figure 8: Large aperture, elliptical, split-plate BPM in FS1. 

Machine Protection Issues 
The high power and brightness, and short (< mm) Bragg 

range of the FRIB heavy ion beam places critical 
importance on the fast protection system to detect and 
mitigate against prompt beam losses [13]. The 
performance and lifetime of sensitive superconducting 
cavity surfaces can be affected by small losses (< 1 W/m) 
occurring over long durations.  

The twice-folded geometry of the FRIB linac places the 
high energy linac segment in close proximity to the low 
energy linac segment. Traditional loss monitors, eg. 
ionization chambers and scintillation-based neutron 
detectors, will be unable to differentiate the low-amplitude 
loss signals arising in LS1 from the high-amplitude signals 
generated in LS3 due to radiation cross-talk [14]. 
Additional x-ray background sources originating from the 
RF cavities themselves can also overwhelm the relatively 
low-amplitude beam-generated signals in the low energy 
linac modules.  

 

Table 3: FRIB Beam Loss Detection Layers 

 
 
The loss monitor network scheme for FRIB is shown in 

Table 3. Fast and slow losses, in each segment of the 
accelerator chain, are separated, and the primary as well as 
backup detection schemes are indicated.  
The primary fast detection schemes are based on direct 
monitoring utilizing differential beam current monitors 
(DBCMs) [15]. Secondary radiation monitoring appears 
only as the primary beam energy increases to a suitable 
production threshold. The slow loss schemes are based on 
time averaged loss ring monitoring as well as thermal drift 
monitoring in cryomodules. 

 

SUMMARY 
The beam instrumentation design for the FRIB linac has 

been presented, and has been shown to satisfy the 
requirements for measuring and tuning of the expected 
high power, high brightness hadron beams. Issues and 
challenges to beam instrumentation specific to the FRIB 
linac facility have been described, and proposed solutions 
presented. 
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BEAM LOSS MECHANISMS, MEASUREMENTS AND SIMULATIONS AT
THE LHC (QUENCH TESTS)
M. Sapinski, CERN, Geneva, Switzerland

Abstract
Monitoring and minimization of beam losses is increas-

ingly important for high-intensity and superconducting ma-

chines. In the case of the LHC, the collimation system is

designed to absorb the energy of lost particles and confine

the main multi-turn losses to regions without sensitive equip-

ment. However many loss mechanisms produce local loss

events which can be located elsewhere in the machine. A

beam loss monitoring system, covering the whole machine

circumference is therefore essential, and is used for both

machine protection and diagnostics. In order to fully un-

derstand the measured signals and set-up the beam abort

thresholds, extensive simulation work is required, covering

particle tracking in the accelerator and the generation of the

particle showers created by the lost particles. In order to

benchmark these simulations and verify beam-abort thresh-

olds, special tests have been performed where beam losses

are provoked in a controlled manner over a wide range of

duration. This work summarizes the experience in under-

standing beam losses in the LHC during Run 1.

INTRODUCTION
When the beam particles deviate from their optimal tra-

jectory and hit the vacuum chamber or if they interact with

objects inside the vacuum chamber (rest gas molecules, dust)

they are usually lost from the beam. These beam losses are

a natural aspect of every machine operation. Their effects

are: decrease of beam intensity and lifetime, activation and

radiation damage of accelerator elements. In case of catas-

trophic losses, when unexpectedly large fraction of the beam

is lost in the area which is not designed to accept such a loss,

their may lead to a damage of the vacuum chamber and other

machine elements.

In case of superconducting accelerator the beam losses

heat up the magnet coils and may lead to a sudden transition

to normal-conducting state called a quench. In LHC the total
energy stored in a circulated beam reaches 392 MJ while the

quench level is only about a few mJ/cm3, therefore a loss

of about 10−10 of the total beam intensity on superconduct-

ing magnet aperture may heat up the coil above transition

temperate and quench the magnet.

The most obvious way to quantify the beam losses is a

decrease rate of the beam current, measured typically in

loss of particles per turn, per second or per a given phase of

the machine cycle. This measurement is done using beam

current transformers.

Another loss quantification is the beam power lost in a

given location, for instance on a collimator or along the

beam chamber. In case of LHC primary collimators only

a small fraction (∼ 2%) of the impacting beam power is

deposited in the graphite jaw. The rest is deposited in the

downstream collimators and absorbers. In order to allow

hands-on intervention on beamline elements the activation

must be limited and therefore the regular losses should be

kept at the level below 1 W/m.1

Finally the beam losses are measured by Beam Loss Mon-

itors (BLM) using radiation units, for instance Grays. This

way of loss quantification is usually used in protection-

related studies, for instance assessing the damage or quench

potential of the losses. It is related to the energy density

deposited inside accelerator components.

These various quantifications of beam losses are related.

For instance a single proton lost in LHC generates BLM

signal between 10−12 and 10−10 Gy.
This paper describes the beam losses in LHC and con-

centrates on a special case of controlled loss experiments

called quench tests. They were analyzed and simulated with

unprecedented precision using state-of-art techniques.

BEAM LOSS MECHANISMS AND
TIMESCALES

Beam losses are often divided into normal and abnormal.

The normal losses are those which cannot be avoided, for

instance losses due to luminosity debris or due to particle dif-

fusion from beam core to the halo which are usually caught

on the collimation system. The beam instabilities due to

operational variations, for instance tune change during the

squeeze or ramp, are also producing normal losses. In LHC

the average intensity lost during a fill, between capture and

start of physics is about 3.5%. Table 1 shows the distribution

of losses between various phases of the machine cycle.

Table 1: Beam Losses During Various Phases of Machine

Cycle During Luminosity-production Year 2012 [1]

phase average maximum
RF capture 0.5% 2%

ramp 1.2% 15%

squeeze+adjust 1.7% 10%

Abnormal losses happen due to malfunction of accelerator

equipment, for instance spurious discharge of the kicker

magnets or dust particles falling into the beam. The last ones,

called colloquially Unidentified Falling Objects (UFO), are

of special concern in LHC, because they can provoke magnet

quenches compromising machine operation at 6.5 TeV.

It is convenient to classify beam losses according to their

duration:

1 This value is applicable for a beamline shielded with magnets.
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• Ultra-fast losses developing in less then three machine

turns (270 μs) are usually linked to injection or dump;

only passive protection systems (absorbers, collima-

tors) can protect from effect of those losses; the quench

level of superconducting magnets in this timescale is

determined by heat capacity of a dry cable.

• Very fast losses developing up to millisecond are typ-

ically UFO losses; in this timescale the BLM system

allows to prevent magnet quenches; the quench level is

driven by heat transfer to the superfluid helium inside

the cable.

• Fast losses, up to several seconds can be due to var-

ious mechanisms, for instance RF trips or powering

failures; there are multiple protection systems active in

this timescale; heat capacity of helium inside the cable

is saturated, the heat transfer outside coil starts to play

important role.

• Slow losses, longer than several seconds are typically

collimation and luminosity losses; in addition to protec-

tion systems the time is long enough for human reaction;

quench limit is determined by the heat transfer to the

cryogenic system.

MEASUREMENT TECHNIQUES
The beam particles, when interacting with accelerator

material, produce showers of secondary particles which can

usually be detected by radiation detectors. In LHC the BLM

system uses ionization chambers [2] installed on the outside

of the magnets cryostats. The current from the chambers is

converted to frequency and this signal is send to the surface

card performing real-time data analysis. This scheme allows

for the 109 dynamic range of the measured current.

As BLMs are situated in the radially peripheral part of the

shower, they cannot be used to determine loss pattern with

accuracy better than 1-2 meters. Semiconductor detectors

have been installed on the cold mass of some of the LHC

magnets in order to better corelate the energy deposition in

the magnet coil with BLM signal (see Fig. 1 and 2). It is

planned to install those detectors inside the cold mass, very

close to the coils [3]. They operate at temperature of 2 K

and must withstand dose of several MGy.

Figure 1: Drawing of cryogenic BLMs installed on the he-

lium vessel of LHC main dipole.

The advantage of semiconductor detectors is their speed

which allows for nanosecond resolution in comparison to ion-

Figure 2: A photo of an installation of cryogenic BLMs on

the magnet cold mass.

ization chambers with only about 40 μs resolution. Therefore

the diamond detectors are installed behind the collimators,

what allows for measureing bunch structure of the beam

losses.

In some cases the beam losses are assessed measuring ac-

tivation of machine elements in the intermissions of normal

operation.

BEAM LOSS EXPERIMENTS
The beam losses are present in daily operation of most

machines. Both, the normal and abnormal losses, limit

the machine performance. For instance the debris due to

luminosity production may generate losses exceeding the

steady-state quench limit and therefore determine the max-

imum allowed instantaneous luminosity. UFO losses may

lead to quenches of main ring magnets so frequent, that the

recovery time (about 8 hours per quench) will not allow for

an efficient operation. In order to understand better the lim-

its imposed by quench phenomena a series of experiments,

called beam-induced quench test, have been performed. The

goals of the experiments are:

• Assessment of the machine performance limits due to

magnet quenches.

• Determination of beam-induced quench levels.

• Validation of the BLM quench-preventing beam-abort

thresholds.

The quench tests have been performed first time with Teva-

tron magnets in 1980 [4]. The first beam-induced quenches

in LHC took place in 2008 [5]. In the year 2010 the UFO

losses were observed for the first time. This was also the year

when a total energy stored in the beam increased well above

safe beam limits of about 1 MJ. To address these two aspects

quench tests with a wire scanner [6] and with dynamic orbit

bump [7] were performed.

In 2011 two new types of quench tests were performed.

The first type was a steady-state test with collimators with a

goal to identify the improves the collimation system needed

for high luminosity run [8]. The second one was devoted to

investigation of ultra-fast losses with beam energies above

injection and was performed by splashing an injected bunch
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on a collimator in front of magnet with increased coil current

corresponding to high beam energy [9].

The year 2012 was devoted to luminosity production there-

fore no quench tests were performed, although an effort to

prepare ones has started. This effort was concluded with

a 48-hour quench test campaign in February 2013 right af-

ter the end of Run 1. During this campaign the four tests

were executed, some being an extension of previous tests,

other presenting a new approach to controlled beam loss

generation.

EXPERIMENT

SIMULATIONS

lost beam
intensity

particle shower
(FLUKA,G4)

BLM signals
(integrated)

loss temporal
profile

electrothermal
(QP3)

other parameters
(ADT,bump,BPM)

loss pattern
(MAD-X)

quench onset
(QPS)

comparison

QUENCH LEVEL

coil Edep
radial
profile

Figure 3: Quench test analysis scheme.

Figure 3 presents the analysis scheme of a typical quench

test. The most important experimental measurements are the

time structure of the losses the BLM signals and the amount

of the lost beam intensity. Typical result of the experiment is

shown in Fig. 4 for UFO-timescale test. Three simulations

are needed to analyze the experiment. The particle tracking

code is used to reconstruct the loss pattern on the aperture.

Result of this code, together with lost intensity from the

experiment, are fed to a particle shower simulation which

produces BLM signals and energy density deposition in the

coil. The BLM signals are compared with experimental

values and general agreement gives confidence into values

of energy deposition in the coil. Finally electro-thermal

simulations are preformed.2 The two quench levels: from

electro-thermal and particle shower simulations, are com-

pared. An agreement means that the quench level is correctly

modelled and can be extrapolated to different magnet cur-

rents and loss duration. Because of significant uncertainties

in the experiment and the simulations an agreement within

factor 2 is regarded as good.

LOSS PATTERN SIMULATIONS
In LHC the global loss patterns are well understood. They

occur on collimator system and follow the collimation hier-

archy. The leakage to the cold sectors is well controlled and

is about 3 · 10−4. In Fig. 5 the measurement and the sim-
ulations of the loss maps are shown. The program used to

perform these simulations, called SixTrack [10], tracks the

particles, which underwent the first scattering in collimators,

over several turns until they are lost in the collimation system

2 Because of the dependence of the electro-thermal simulations from energy

gradient in the coil the two analysis branches are not independent.
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Figure 4: Result of 5 ms quench test. The BLM signal (black

line) shows particular, spiky structure. The resisitive voltage

on the coil (red line) indicates the quench onset 5 ms after

beginning of the loss.

or on cold aperture. The agreement between measured and

simulated loss patterns is very good.

0 5000 10000 15000 20000 25000
10�7

10�6

10�5

10�4

10�3

10�2

10�1

100

s�m�

lo
ss
��

lo
ss

at
T

C
P
�

Measured

IR7

IR6

IR5
IR1

IR2

IR3
IR8

Beam

Collimator
Warm
Cold

0 5000 10000 15000 20000 25000
10�7

10�6

10�5

10�4

10�3

10�2

10�1

100

s�m�

lo
ss
��

lo
ss

at
T

C
P
�

Simulated

IR7

IR5
IR6 IR1

IR2

IR3
IR8

Beam

Collimator
Warm
Cold

Figure 5: Beam loss distribution measured by the BLM

system during qualification loss map (upper) and simulation

(bottom). Reproduced from [11].

A cause for a local loss in the cold section can be UFO

event, accidental orbit bump or a leak from the collimation

system. A loss pattern in such case is affected by machine

optics, beam dynamics, oscillations and roughness of the

vacuum chamber surface.

A direct measurement of the loss pattern is limited by

the accuracy of the BLM system which is defined by the

longitudinal development of the shower. Better accuracy can

only be attempted by a precise beam position and emittance

measurement and by beam trajectorymodelling. An example

of such procedure is shown in Fig.6. In this experiment an

injected beamwas kicked with large vertical angle (750 μrad)

and hit a main dipole magnet leading to a quench. The

beam emittance has been measured in SPS and the trajectory

has been measured by BPMs. The MAD-X modelling of

previous shot with smaller angle (80 μrad) shows very good
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agreement with BPM readings. This allows to trust the large

kick trajectory modelling and estimation of the loss profile.
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Figure 6: Beam trajectory in case of large kick event (see

text). Courtesy of C. Bracco.

The above experiment features particularly large beam

impact angle, but for most of the losses on the vacuum cham-

ber this angle is much smaller. In Fig. 7 a strict correlation

between distance of the lost proton from a centre of lattice

quardupole magnet and the impact angle is shown. The

angle reaches minimum close to the magnet center.

Figure 7: Correlation between proton impact angle and the

loss position along main quadrupole magnet [12]. Courtesy

of V. Chetvertkova.

A consequence of such small impact angles is a sensitivity

of the loss pattern to the surface roughness. Even a small

variation from a perfect surface (e.q. 30 μm, as shown in

Fig. 8) can significantly affect the loss distribution.
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Figure 8: Influence of a hypothetical deviation from perfect

surface on loss pattern [12]. Courtesy of V. Chetvertkova.

PARTICLE SHOWER SIMULATIONS
Particle shower simulations are needed to assess the effect

of the beam loss on accelerator equipment and to reproduce

the BLM signals. Typically the input to the particle shower

simulations is the loss pattern, obtained from tracking code.

The results of the particle shower simulations must be

normalized to the amount of lost particles in order to be

compared with the values of measured BLM signals. The

agreement of the BLM signals enhances confidence to the

results of the simulations of the energy deposited in the coils,

which cannot be measured. The ratio of the BLM signals to

the energy density in the coil gives a base to the protection

function of the BLM system. Because the particle shower is

small in the first centimeters of its development (coil) and

grows downstream (BLM), the relation between the BLM

signal and the energy in the coil depends on the scale of the

losses.

In Fig. 9 the dependence of the BLM threshold, which

is proportional to the ratio between BLM signal and energy

deposit in the superconducting coil, is shown as a function

of the longitudinal spread of the loss. This curve explains

why even a small deformation of the vacuum chamber wall

leading to concentration of losses in one location can affect

significantly the energy deposit in the magnet coil leaving

the BLM signal unchanged.
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Figure 9: Dependence of the ratio of BLM signal to energy

density deposited in the coil in function of loss length [13].

Figure 10 shows a quench test in which a particular good

agreement between FLUKA simulations and measurements

of the BLM signals was achieved. In most tests the agree-

ment was much better than a factor 2, especially for the

monitors with the highest signals.
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Figure 10: Measured and simulated BLM signals in case of

5 ms quench test. Courtesy N. Shetty [14].
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ELECTRO-THERMAL SIMULATIONS
One of the beam loss effects is heating of the accelerator

elements, for instance the magnet coils. To estimate the tem-

peratures the heat transfer must be taken into account. This is

particularly interesting in case of superconducting magnets,

because of complex heat transfer mechanisms to superfluid

helium. The electro-thermal codes allow for estimation of

the coil temperature in the presence of heating from the

beam loss and cooling mechanisms. They also estimate the

energy deposit at which the magnet quenches. The code

used to simulate quench tests is QP3 [15]. Input to the code

are Rutheford cable parameters (amount of superconductor,

type of insulation), the amount of liquid helium in the cable,

the current density and shapes of the radial (from patricle

shower simulations) and temporal (from experiment) distri-

butions of energy density in the coil. The program performs

iterative search for a minimum energy deposition causing

the quench.

Results of the quench level determination for selected

quench tests are presented in Table 2. In most cases the

quench levels agree within factor 2. Only in case of 5 ms

loss the disagreement is wors. The discrepancy is attributed

to spiky structure of the loss obtained in this experiment (see

Fig. 4), which is not simulated in QP3.

Table 2: Quench Levels for Selected Tests

timescale Ebeam Part. Shower El.-Thermal.
ns 450 GeV ≤ 36 mJ/cm3 38 mJ/cm3

∼ 5 ms 4 TeV 250 mJ/cm3 58 mJ/cm3

∼ 5 s 4 TeV > 50 mW/cm3 115mW/cm3

∼ 5 s 4 TeV 208 mW/cm3 180mW/cm3

20 s 4 TeV 41 mW/cm3 70 mW/cm3

Due to uncertainties in magnetic field value, liquid helium

contribution and additional stress due to cable bending the

estimation of quench limit in the ends of the magnets is less

accurate. Unfortunately many realistic beam loss scenarios

foresee the maximum energy deposit in these regions.

CONCLUSION
The main conclusions which can be drawn from the beam-

induced quench tests performed during LHC Run 1 are:

• The experiments should involve an attempt where one

of the parameters, is below the quench; this allows for

determination of the quench level range.

• For fast tests the synchronization of the BLM and QPS

signals are crucial for test analysis.

• BLMs cannot resolve the local loss pattern; even a small

surface roughness may result in a loss pattern giving

significantly different energy deposition in the coil.

• Parametric study of simulation parameters is very im-

portant to understand the sources of uncertainties on

the quench test results.

• Transverse damper, used in various excitation modes,

is a very good tool to generate controlled losses.

• Particle tracking is often more uncertain than particle

shower simulations and probably requires more con-

ceptual development.

• The maximum of energy deposition often takes place

in complex regions of the magnets where both, the

particle shower and electro-thermal simulations give

more uncertain results.
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BEAM INSTRUMENTATION AT THE 1 MW PROTON BEAM OF 
J-PARC RCS 

K. Yamamoto#, N. Hayashi, K. Okabe, H. Harada, P. K. Saha, M. Yoshimoto, S. Hatakeyama, 
H. Hotchi, Y. Hashimoto and T. Toyama, J-PARC Center, Tokaimura, Japan 

Abstract 
Rapid Cycling Synchrotron(RCS) of Japan Proton 

Accelerator Complex(J-PARC) is providing more than 
300 kW of proton beam to Material and Life science 
Facility(MLF) and Main Ring(MR). Last summer 
shutdown, a new ion source was installed to increase 
output power to 1 MW. In order to achieve reliable 
operation of 1 MW, we need to reduce beam loss as well. 
Beam quality of such higher output power is also 
important for users. Therefore we developed new 
monitors that can measure the halo with higher accuracy. 
We present beam monitor systems for these purposes. 

INTRODUCTION 
The 3 GeV rapid cycling synchrotron (RCS) at the 

Japan Proton Accelerator Research Complex (J-PARC) is 
a high-intensity proton synchrotron. It delivers an intense 
proton beam to the target for neutron production in the 
Materials and Life Science Experimental Facility (MLF) 
as well as to the Main Ring (MR) synchrotron at a 
repetition rate of 25 Hz[1]. The RCS commissioning 
started since 2007, and output beam power was gradually 
increased. So far, RCS is providing about 300 kW of 
proton beam to MLF and MR[2]. Last summer shutdown, 
we installed a new ion source and radio frequency 
quadrupole linac to achieve designed output power of 1 
MW[3]. In the beam commissioning of October 2014, we 
achieved 770 kW output with acceptable beam loss[4]. 

In order to achieve reliable operation of 1 MW, we need 
to reduce beam loss as well. Beam quality of such higher 
output power is also important for users. Therefore we 
developed new monitors that can measure the halo with 
higher accuracy. At first we present beam monitor 
systems which are used for the beam commissioning to 
establish higher power operation. Next we introduce some 
new monitors to measure the beam halo with higher 
accuracy and to achieve higher reliability.  

REGULAR MONITORS FOR BEAM 
COMMISSIONING 

The monitor system is important to conduct the beam 
commissioning. Figure 1 shows RCS parameters and the 
monitor location. Some parameters of regular monitors 
are written in a reference[5]. 

Beam Position Monitor (BPM) 
We prepared 54 BPMs (Normal BPM) to measure a 

beam orbit in the RCS. Since the physical aperture of the 
RCS is too large (more than 250mm), it is difficult to 

ensure the linear response. In order to clear this issue, we 
chose the diagonal cut electrode[6]. Figure 2 shows the 
3-D model of the BPM head. Three BPMs (ΔR-BPM), 
which are installed in the arc section of the large 
dispersion function, are used for RF radial feedback 
system. We also have extra two BPMs (324BPM) which 
can detect 324 MHz frequency signal. 324 BPM are used 
to obtain the information of the injection beam[7]. 

The normal BPM system has two operation modes. The 
one mode, so-called ‘‘COD mode’’, is to record the 
averaged beam position of each 1 ms by the full 25 Hz 
repetition. The other is to store the whole waveform data 
of all BPMs for further analysis, like turn- by-turn 
position calculation (not 25Hz but 1 shot per several 
seconds). 

The position accuracy is estimated to be about 0.5 mm 
using a newly developed Beam Based Alignment 
method[8]. 

 

Figure 1: Monitor Layout and RCS parameters. 

 

Figure 2: 3-D model of the diagonal cut electrodes. 
 ___________________________________________  

#kazami@post.j-parc.jp                  
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Tune Measurement 
Transverse betatron tune is one of the important 

parameter for a synchrotron. To measure the tune value, 
two exciters and one tune BPM are prepared. Tune BPM 
has four electrodes for horizontal and vertical tune 
measurement. Vertical exciter has two electrodes at top 
and bottom in the vacuum chamber, and horizontal exciter 
has two electrodes at left and right side in the vacuum 
chamber. A longitudinal length of exciter electrode is 
586mm and an arc length is 200mm. RF amplifiers for the 
exciters can drive 1 kW RF, and its frequency range is 
from 100 kHz to 7 MHz. The signal from tune BPM is 
analyzed by a real time spectrum analyzer and the data is 
stored in PC. Figure 3 shows the measured and calculated 
tune during acceleration. 

 

Figure 3: measured and calculated tune during 
acceleration. Black:measured, Red:calculated 

Current Transformer (CT) 
We have two DCCTs to measure the beam current 

during whole acceleration process. First DCCT was 
purchased from Bergoz[9], and second one was 
developed. Second DCCT is made by the FINMET. In 
both DCCT, Dynamic range is from 150 mA to15 A and 
the bandwidth is DC to 20kHz. Those inner diameters are 
380mm. The accuracies are about 1%.  

Three fast CT (FCT) are installed. Those are made by 
the FINMET. The number of the coil turn is 20 and  
bandwidth is 2 kHz to10 MHz. Two FCT are used to 
phase detection for RF, and one FCT measures and limits 
the beam current to the injection dump[10].  

 The Wall Current Monitos (WCM) are used to 
measure the longitudinal profile of the beam. We have 
three WCS. The shunt impedances of WCM is 0.1 ohm 
(10 ohm*100 para). We can also obtain the longitudinal 
tomography by the WCM data. 

Beam Loss Monitor (BLM) 
We prepared two kind of BLM. One is the proportional 

counter (PBLM) and the other is a plastic scintillator 
connected on a photo multiplier tube (SBLM).  

The filling gas of PBLM is Ar-Co2 mixture, and it was 
purchased from Toshiba Electron Tube Co., Ltd[11]. A 
total of 90 PBLMs were set up all over the accelerator 
beam line. These PBLMs are connected with the machine 
protection system (MPS) and it is always checking that 
the integration of PBLM signal is not over a preset value. 
Integration values are also archived at all times and we 
can check it when some interlock alerted. 

SBLM has good time resolution (FWHM is less than 
100ns) and its wave form data is used for a comparison 
between the experiment and simulation. So far, the time 
structure and the amount of the beam loss are well in 
agreement with the simulation. 

Ionization Profile Monitor (IPM) 
In order to measure the transverse beam profile during 

the acceleration period, we installed three IPMs as a non-
destructive beam monitor. Two IPMs are installed in the 
dispersive arc section, and one IPM is installed 
dispersion-free extraction straight insertion. 

From the beam test, it found that the external electric 
field was distorted and the measured beam profile on the 
ion collection mode was also shrunk to a half [12]. We 
replaced the electrode, resisters, Micro Channel Plate 
(MCP) and anode plate. Figure 4 shows New MCP and 
anode plate. After that the electric field becomes uniform 
and we can take an beam profile with enough 
accuracy[13]. 

Figure 5 shows the IPM measurement result of the 
injection beam. 

 

Figure 4: New MCP and anode plate. 

Wire Monitors (WSM, MWPM, MRPM) 
The destructive profile monitors, Wire Scan Monitors 

(WSM)[14], Multi Wire Profile Monitors (MWPM)[15] 
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and Multi Ribbon Profile Monitors (MRPM)[16] are used 
at the Linac - 3 GeV RCS Beam Transport (L3BT) line, 3 
GeV RCS -50 GeV main ring Beam Transport (3-50BT) 
line and injection line of RCS. These monitors detect the 
secondary electron emission from the wires or ribbons. 
Further information of these monitors is in references.         

The MWPM7, which installed in the injection dump 
line, was used not only to measure the profile, but also to 
measure the amount of H0 and H- unstripped particles. 
Measurement results are shown in reference[17]. 

Figure 5: IPM measurement result of the injection beam. 

NEW MONITORS FOR FURTHER 
SAFETY/QUALITY OF THE BEAM 

Monitors for Safety/Stable Operation 
The radiation leak accident was happened in the hadron 

experimental hall at J-PARC on May 23, 2013. The 
accident was caused by a target sublimation due to an 
abnormal beam extraction from the main ring[18]. From 
this accident, we think we have to improve the monitoring 
systems and interlocks to prevent and rapidly detect the 
radiation leakage. In the RCS, we installed two new 
systems. First one is the real time monitoring system of 
the beam profile on the mercury target. In this system, we 
can check the beam profile on the mercury target by multi 
wire monitor when some interlock alerts. Figure 6 shows 
the measured profile on the mercury target. Second new 

system is fast interlock of linac CT. In this new interlock,  
the beam is stopped immediately when the beam current 
exceed the limit. 

These new systems provide us more safety and stable 
operation. 

Figure 6: The beam profiles on the mercury target. 

Injection Beam Halo Monitors 
The halo of the injection beam is a source of the beam 

loss in RCS. We tested two kind of monitors to measure 
the injection beam halo[19]. The one is the Vibration Wire 
Monitor (VWM), and the other is the monitor by using 
the L3BT scrapers, SBLM and CT.  

The VWM was purchased from Bergoz. The principle 
of the VWM is to detect the eigen frequency shift that 
induced by the temperature rise due to the beam hitting of 
the wire. The wire is made by sus316L and its diameter is 
0.1mm. We tested VWM to measure injection beam 
profile, but we cannot take data at some frequency 
regions. We think perhaps electric circuit has some 
problem and now we try to improve it. 

The schematic of the halo monitor system by L3BT 
scraper is shown in Figure 7. The L3BT scrapers are 
located downstream in the linac. The J-PARC linac 
accelerates negative hydrogen beam for the charge-
exchange injection of RCS. The L3BT scraper removes 
two electrons from the negative hydrogen, and scraped 
halo beam that was converted to the proton is transported 
to the 100 deg. dump. Therefore we can measure the 
amount of the scraped halo beam by the SBLM located 
near the scraper. A beam current of the scraped halo beam 
is also measured by the CT at the 100 deg. dump line. 
This system has two advantages. The first advantage is 
the redundancy by two kind of monitors which measures 
in another principle. The second advantage is absolute 
value measurement by the CT. In the usual case, the 
amount of the halo is measured as a relative value of the 
amount of the core beam. But this system can directly 
measure the amount of the halo. Figure 8 shows the 
measurement result of this system. Measured results are 
consistent, and the SBLM and the CT are able to detect 
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the halo of ten to the minus fourth power order of 
magnitude to the core beam. 

 

Figure 7: Schematic of the monitor system by the L3BT 
scraper. 

Figure 8: Measurement results of the monitor system by 
the L3BT scraper. 

Extraction Beam Halo Monitors 
Two kinds of monitors were developed to reduce the 

beam loss of MR by the halo of the RCS extraction beam.  
The first one, Optical Transition Radiation (OTR) 

monitor, is installed in the 3-50 BT line. To achieve a 
large dynamic range, a multi-screen system is adopted.  
By using this system, the halo of ten to the power of 
minus six to the peak of beam core can be observed[20].  

The second monitor is similar to L3BT scraper system. 
This system consists of a wire type beam scraper and 
some beam loss monitors. To use some kinds of SBLM 
with different sensitivities, it has wide dynamic range. 
Beam profile including both of the beam core and halo 
can be measured. 

Measurement results are shown in references[21][22]. 

Delayed Proton Monitor for μ-e Conversion 
Measurement 

DeeMe (Direct electron emission measurement for 
Mu-e conversion) experiment, proposed at MLF, is 
planned to find μ-e conversion process on the muon 
production target[23]. In order to distinguish the μ-e 
event signal from a background, the number of delayed 
protons (we call such delayed proton “after-proton”) that 
come after hundreds of nanoseconds from the main beam 
should be less than ten to the power of minus eighteen 
order of magnitude. This corresponds that only few after-
protons are allowed within 1 hour operation.  Figure 9 
shows the measurement time window of DeeMe. It is 
impossible to measure such slight protons by an ordinary 
monitor. Thus, in order to develop a new measurement 
system for the background evaluation, we considered 
what particle becomes the after-proton.  

Figure 9: Measurement time window of DeeMe. 

If the after-proton exists, the proton have to remain 
after extraction of the two main bunches and it needs to 
extract without the pulse kicker magnetic fields. This fact 
means that the after-proton must have extremely larger 
emittance than the normal beam. Orbit calculation result 
indicated that the protons with 2500 πmm-mrad. 
emittance can partially extract, and some particles hit the 
branch chamber in that case. Therefore we can detect the 
existence of the after-proton by monitoring the protons 
that are scattered at the branch chamber.  

We simulated scattered proton trajectories by 
G4Beamline code[24].  Here we assumed from 324π to 
5000π mm-mrad. emittance uniform beam. Figure 10 
shows the geometry and the proton trajectories in the 
simulation. The simulation result showed that the ratio of 
the number of the proton that hit the outside scintillators 
(two green plates in Fig. 10) to the number of the proton 
that pass through the 3NBT line is 0.025. We set up two 
SBLMs like the simulation model, and measured the 
scattered protons. Measurement was carried out from 
Mar. 7, 2013 to May 25, 2013. During this operation 
period, the total coincident counts in the time window are 
87. On the other hand, total extracted protons are 
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3.13*1021. By using these values, we can obtain the after-
proton rate of 1.1*10-18. This almost satisfies the 
requirement. 

Figure 10: simulation result of after-proton. 

CONCLUSION 
We demonstrated 770 kW beam in October 2014. Since 

regular monitors worked well, so far we understand the 
characteristics of the beam. Since regular monitors 
worked well, so far we understand the characteristics of 
the beam. To establish further stable and safety operation, 
some monitors and interlocks are improved. To reduce the 
beam loss, high sensitive halo monitors are developed.  
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BEAM DIAGNOSTIC CHALLENGES FOR
HIGH ENERGY HADRON COLLIDERS

E. B. Holzer∗, CERN, Geneva, Switzerland

Abstract
Two high energy hadron colliders are currently in the op-

erational phase of their life-cycle, RHIC and LHC. A major
upgrade of the LHC, HL-LHC, planned for 2023 aims at
accumulating ten times the design integrated luminosity by
2035. Still further in the future, studies in the frameworks
of the Future Circulating Collider (FCC) and the Super Pro-
ton Proton Collider (SppC) are investigating machines with
a center-of-mass energy of up to 100TeV and with up to
100 km circumference. The existing machines already pose
considerable diagnostic challenges, which will become even
more critical with any increase in size and energy. Cryogenic
environments lead to additional difficulties for diagnostics
and further limit the applicability of intercepting devices,
making non-invasive profile and halo measurements essen-
tial. The sheer size of these colliders requires the use of
radiation tolerant read-out electronics in the tunnel and low
noise, low loss signal transmission. It also implies a very
large number of beam position and loss monitors, all of
which have to be highly reliable. To fully understand the
machine and tackle beam instabilities, bunch-by-bunch and
intra-bunch measurements become increasingly important
for all diagnostic systems. This contribution discusses cur-
rent developments in the field.

INTRODUCTION
The Relativistic Heavy Ion Collider (RHIC) is operating

since the year 2000. It accelerates various ion species for
symmetric and asymmetric collisions. Furthermore, it has
the unique capability of colliding high energy polarized pro-
tons to study the spin structure of the proton. The Large
Hadron Collider (LHC) is operational since 2009, mostly
running p-p collisions, and for four weeks per operational
year Pb-Pb or p-Pb collisions. While the maximum RHIC
beam energy is 100GeV/n for ions and 255GeV for protons,
the LHC was running at 3.5 and 4TeV and is scheduled to
run at 6.5–7TeV beam energy in the coming years. The
average beam current at RHIC is well above 100mA for
almost all ions, while at LHC it is around half an Ampere for
proton, but much lower for lead ions. The peak luminosity
as well as the integrated luminosity per year for heavy ion
collisions at LHC is considerably lower than at RHIC. With
its proton luminosities, on the other hand, LHC is unmatched
with 7.7 × 1033 cm−2s−1. Table 1 (top) gives an overview
of RHIC and LHC parameters. The estimated performance
is shown for the LHC Run2, which starts in 2015 after the
current long shutdown 1 (LS1), and for the planned lumi-
nosity upgrade HL-LHC (High Luminosity LHC). HL-LHC
is scheduled for Pb ions for 2020, at the start of Run3, and
∗ barbara.holzer@cern.ch

for protons for 2025, at the start of Run4. LHC beam instru-
mentation experiences during Run1 and challenges for Run2
are discussed in [1] and [2] respectively.
Looking still further in the future, there are currently

two studies for hadron colliders, the FCC-hh and the SppC.
Bother studies include as a potential intermediate step an
electron-positron collider in the same tunnel, called FCC-ee
and Circular Electron-Positron Collider (CEPC) respectively.
The FCC-hh study considers p-p, Pb-Pb and p-Pb collisions,
the SppC p-p collisions. With an envisaged circumference
of 80 or 100 km the FCC is somewhat larger than the SppC
with 50–70 km. Physics start date (2035–2042), beam en-
ergy (25–50) TeV/n and beam current (≈0.5A) are rather
comparable. Table 1 (bottom) summarizes parameters under
consideration.

STORED ENERGY
The energy stored in one LHC beam has reached the

record level of 140MJ during the 4 TeV run. 362MJ are
expected at 7 TeV, 694MJ at HL-LHC and even 8GJ for
FCC-hh. 10GJ will be contained in the LHC magnets at
7 TeV. Already one LHC pilot bunch of 5 × 109 is close to
damage limits at 7 TeV. The machine protection system is
vital for the survival of these colliders, and must be inte-
grated with the machine design. A dependability analysis
comprises reliability, availability, maintainability and safety.
It yields the allowed budgets for each subsystem in terms
of: probability of component damage due to malfunction-
ing; downtime due to false alarms; and downtime due to
maintenance. There is an inherent conflict between these
budgets. By reducing the damage probability (increasing
protection) the machine availability will go down due to
increased numbers of false dumps and maintenance time.
Several beam instrumentation systems are/will be part of
machine protection, e. g. beam loss measurement (BLM),
beam position measurement (BPM) at critical locations, and
a fast measurement of the beam current change.

Beam Cleaning and Losses
The collimation system gets increasingly complex with

increasing beam energy and brightness. At the LHC there
are already more than 100 collimators installed. At the same
time the tolerance for collimator set-up becomes tighter.
LHC has installed 18 new collimators with embedded BPM
buttons at the tapered ends of both collimator jaws, retracted
by 10.6mm from jaw surface. The new design was suc-
cessfully tested at the CERN SPS. The readout is via a
newly designed compensated diode peak detector electron-
ics. It achieves an excellent resolution of less than 100 nm
for centered beams [3]. With this system the collimator
alignment will take less than 20 s with an achieved tolerance
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Table 1: High Energy Hadron Colliders, Top: Current, Bottom: Studies (Parameters under Consideration)

Circum- Physics Maximum Average Peak
ference Start Beam Energy Beam Current Luminosity
[km] [TeV/n] [mA] [cm−2s−1]

RHIC pp pol. 3.8 2001 0.255 257 2.1×1032
(Brookhaven) AuAu 2000 0.1 145 8.4×1027

LHC pp 26.7 2009 3.5–4 400 7.7×1033
(CERN) pp 2015 6.5–7 580 1–2×1033

PbPb (pPb in 2012) 2010 1.38 6.8 0.5×1033
PbPb 2015 2.76 7.4 1×1033 (lev.)

HL-LHC pp 26.7 2025+ 7 1200 5×1034 (lev.)
(CERN) PbPb 2020 2.76 22 up to 7×1033

FCC-hh pp 100 (80) 2035–2040+ 50 0.5 5×1034 (lev.)

SppC pp 50–70 2042+ 25–45 0.4–0.5 2–3×1035

of 10 µm [4]. It can be done in parallel for all equipped
collimators and without touching the beam. The set-up is
two orders of magnitude faster than with the BLM method,
where the center of the beam is found by scraping into its
tails. The validation of the correct collimator positioning re-
quires the measurement of ‘loss maps’ with controlled beam
blow-up in dedicated low intensity fills, where the leakage of
collimation losses into the rest of the machine is measured
with the BLM system. The embedded BPMs make constant
monitoring of beam to jaw position possible. Hence, tighter
collimator settings due to reduced safety margins allow for
smaller β∗ at the experiments, resulting in higher luminosity.
As the intensities increase, uncontrolled losses of even the
beam halo have to be avoided. Beam size measurements
have to evolve in terms of dynamic range to monitor the halo
and aid in understanding the mechanisms of its formation.
Details of halo monitoring are discussed in this workshop [5]
and in previous workshops and schools [6–8].

Beam lossmonitoring is one of the key systems inmachine
protection. When potentially dangerous levels of losses are
detected the beam is safely aborted. A system with indi-
vidual, localized loss monitors is best suited for time and
position resolution. On the other hand, all loss locations
can not necessarily be predicted at the design stage of an
accelerator. At the LHC about one third of the BLMs had
to be relocated during LS1, to cover the circumference of
the machine more uniformly. During beam operation pre-
viously unconsidered beam losses, dubbed ’UFO’ losses,
had appeared in high numbers all along the machine, also in
the cold dipole magnets which had not been equipped with
BLMs during Run1. These losses are believed to be caused
by beam - dust interactions. Simulations and measurements
suggest that at 7 TeV they can quench a magnet. Long, dis-
tributed loss monitors would avoid holes in the protection
system. The number of monitors and readout channels could
be significantly reduced, also reducing the cost. Optical loss
monitoring based on the Cherenkov effect in fibers, or indi-

vidual crystals, is insensitive to synchrotron radiation, which
will be copious in machines like the FCC-hh. Noise due
to electromagnetic interference can be avoided with optical
measurements. At the LHC, significant losses anywhere in
the machine are always visible as well at the collimators. At
this location the timing of the loss is resolved by a bunch-
by-bunch loss measurement, using diamond BLMs with few
ns time resolution. To be able to use fiber loss monitors
for machine protection, further R&D work is required, in
particular for absolute measurements and position and time
resolution.

NON-INVASIVE TRANSVERSE PROFILE
MEASUREMENTS

Practically all measurements have to be non-invasive to
the beam. This is a particular challenge for transverse pro-
file/emittance measurement. Most non-invasive devices are
affected by systematic effects which increase in magnitude
with higher brightness and/or smaller physical beam sizes,
and often require cross calibration. Absolute profile mea-
surements are nevertheless possible, at least theoretically,
with detailed study, and correction procedures. At LHC to
date the wire scanner is the only means of absolute beam
size measurement. All other profile measurements have to
be calibrated against the wire scanner. At injection energy,
450GeV, a full injection batch of 288 proton bunches will
break the wire, the operational limit is about 2.7 × 1013 pro-
tons. At top energy the limit of 2.7 × 1012 corresponds to
about 20 bunches [9]. At this energy quenching of an adja-
cent cold magnet limits the beam intensity. The crossover of
these two regimes was calculated to be around 4TeV. Wire
aging is dominated by sublimation. A dedicated low inten-
sity run is required to calibrate the other profile/emittance
measurements. In addition to the systems mentioned below,
other promising or proven devices for (quasi) non-invasive
measurements are electron beam scanners, gas screen or gas
pencil beams.
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Ionization Profile Monitors (IPM)
RHIC and LHC are equipped with IPMs for both beams

and both planes.
IPM measurements in RHIC date back to 1999. After

successive design improvements, a new design was put into
operation in 2008. The improvements included shielding
from upstream losses and electron cloud, increased homo-
geneity of the electric field, fast signal gating to reduce aging
of the multichannel plate (MCP) and shielding the readout
electronics, including the MCP, from the beam’s image cur-
rent by putting them in a Faraday cage. Electrons from
beam–rest gas interactions are accelerated towards the MCP
by an electric field, and guided by a magnetic field, parallel
to the electric field. The signal is amplified in the MCP
and collected on an anode consisting of 64 strips oriented
parallel to the beam axis. Remaining systematic effects
could be traced to offset and gain variations between the
readout channels and imprecise knowledge of the beam beta
functions. A set of calibration measurements, scanning the
beam position over the active detector region was used to
determine channel offsets. Then, an elaborate calibration
procedure for each individual channel gain, described in [10],
was performed on the offset corrected profiles, whereby the
best gain value was found by minimizing the χ2s of the
Gaussian profile fits. Measurements of the beta functions
at the monitor locations for Au-Au at store energy revealed
a deviation of the optics model of +8% to -36%. All the
corrections applied, absolute emittance measurements are
achieved. This could be demonstrated by excellent agree-
ment between horizontal and vertical emittances of both
beams under optimized 3D stochastic cooling and by an
agreement within 15% with the emittances measured by the
experiments STAR and PHENIX [11].
The LHC IPM uses injected Ne gas for signal enhance-

ment and a magnetic guide field of 0.2 T. The electrons
created in the beam–gas interactions are accelerated towards
anMCP and amplified. A radiation hard camera acquires the
optical signal from a phosphor screen behind the MCP [12].
The monitor was primarily designed for the Pb beams, which
emit very little synchrotron light at injection energy. The
IPM works well in all Pb conditions. The proton profile
agrees with wire scanner measurements only at 450GeV. As
the energy increases and the beam size shrinks, the profile is
broadened by the space charge of the bunch. This distortion
eventually dominates the measurement. Simulations show
that increasing the magnetic field to 1 T would solve this
problem, but it was not possible to install such a magnet dur-
ing LS1. Efforts are undertaken to develop a deconvolution
algorithm for profile reconstruction [13].

Beam Gas Vertex Monitor (BGV)
The LHCb experiment performed special runs with gas

injection to measure 3D beam profiles for absolute lumi-
nosity determination during Run1. The inelastic beam gas
interactions were reconstructed using the LHCb vertex de-
tector [14]. Based on this concept, the BGV is developed in

collaboration with LHCb (CERN), EPFL Lausanne (Switzer-
land) and RWTH Aachen (Germany) [15]. It uses the LHCb
monte-carlo and track reconstruction framework as well as
scintillating fiber tracking detectors with SiPMs readout de-
veloped for the LHCb vertex detector upgrade [16]. The
BGV is being designed to measure absolute values of beam
position, angle, profile and relative bunch populations dur-
ing all of the LHC cycle, unlike the vertex detectors of the
experiments, which can only operate during stable beams.
It applies a controlled Neon gas pressure bump for suffi-
cient event rate. A prototype is currently being installed
at the LHC. The final specifications are to provide within
one minute 5% accuracy on the relative bunch width mea-
surement and 2% accuracy on the absolute average beam
width. The prototype was designed for providing the same
5% accuracy on the relative bunch width measurement but
with an increased measurement interval of five minutes and
a relaxed 10% accuracy within one minute.

LHC Synchrotron Light Monitor
At top energy, the imaging of the synchrotron light will

be dominated by diffraction. Even with the newly chosen
UV wavelength of 250 nm, the contribution from diffraction
is estimated to be around 250 µm compared to a beam size
of 180 µm. Absolute beam size measurement will be very
challenging in these conditions. Therefore, interferometric
measurement will be performed in parallel, using a new
optical line which was designed in collaboration with KEK
(Japan), SLAC (US) and CELLS-ALBA (Spain) [17]. This
technique is based on diffraction rather than being limited
by it. The beam size can be inferred from the visibility of
the interference pattern.

Transverse Schottky Measurements
Both RHIC and LHC are equipped with a Schottky system

to measure transverse beam parameters. The RHIC detector
is a high frequency cavity operated at 2.07GHz. At CERN a
slotted waveguide pick-up operates at 4.8GHz. The operat-
ing frequency has to be high enough for the coherent signals
not to dominate the measurements, and low enough that the
bands do not overlap. The readout consists in both cases of
several stages of filtering, amplification and down-mixing.
The CERN system has 25 ns gating for individual bunch mea-
surements, while the RHIC cavity can only provide averaged
results.

The RHIC cavity has also been used for completely non-
invasive transverse beam size measurements [18]. In this
method the cavity is moved transversely to the beam in a
range of a few cm, recording the signals at each position. The
power measured in the Schottky band around the revolution
harmonics (excluding the sharp coherent peak) is compared
to the sum of the power in the two betatron side-bands. The
first one is proportional to the square of the distance of
the orbit from the center of the cavity. The second one is
independent of this distance, but proportional to the square of
the rms beam size. Hence, an absolute value of the rms beam
size can be derived for these measurements. The uncertainty
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on the emittance measurement reported is 2009 was 20%.
A noticeable reduction in this uncertainty could be possible
by using the measured beta function rather than the model
and improving the algorithm for extracting the power from
the spectrum. Also the improved orbit stability, due to the
correction for the 10Hz triplet vibrations, should reduce the
systematic error.
The LHC system aims to provide on-line chromaticity

and bunch-by-bunch tune measurements. These measure-
ment were achieved during Run1 for ion beams, where the
power in the Schottky bands scales with the square of the
ion charge. Proton measurements on the other hand were
plagued by large coherent signals at the revolution frequency
band and at the betatron bands. The controlled longitudi-
nal beam blow up during the proton ramp makes the signal
disappear completely. During LS1, the pick-up design has
been modified to avoid deformations, which were seen in
Run1. The read-out system will be improved as well.

MACHINE SIZE, RADIATION AND
CRYOGENIC TEMPERATURES

The increase inmachine length in itself poses considerable
challenges for beam instrumentation, and in particular for
the BLM and BPM systems. The number of their monitors
increases in proportion to the number of optics cells. The
cost increases, but also system maintenance and availability
becomes increasingly challenging. More data is produced by
the instruments, which needs to be extracted, logged, moni-
tored, analyzed and made available for various online and
offline applications. Because of the long distances involved,
to keep electromagnetic interferences small, the front-end
read-out electronics is often positioned in the accelerator
tunnel, close to the instrument. In this case it has to be radi-
ation tolerant, which considerably complicates design and
production. To transport the signal to the surface requires
low noise, low loss signal transmission. Optical signal trans-
mission and optical diagnostic techniques are preferable in
such conditions.

Collimation regions, the vicinity of the interaction points,
regions of beam injection and beam extraction have particu-
larly high levels of radiation. This poses i. a. a problem for
beam loss monitoring, as a typical loss monitor cannot dis-
tinguish between a beam loss and other sources of radiation.

A cryogenic environment makes beam monitoring consid-
erably more complex. BPMs and certain BLMs need to be
installed inside the cryostat. Again, this calls for very high
dependability of the systems. By placing the loss monitor
inside the cryostat, it is closer to the loss location and at the
same time shielded from other radiation source. This way
it can protect the magnet from quenching due to beam loss
even in high radiation areas. Three different technologies are
investigated at CERN, liquid helium, silicon and diamond.
Prototypes have been installed in the LHC during LS1.

IMPROVING THE PERFORMANCE
New machines with higher energy and brightness require

several beam instrumentation systems to improve in per-
formance, e. g. BPM stability, resolution and precision for
fast feedback systems and transverse damping. The same
holds for pushing existing machines to higher luminosities.
The colliders crucially depend on feed-back systems, on sys-
tems which damp beam instabilities and/or on beam cooling.
RHIC’s orbit, tune and coupling feed-backs were a key to
higher luminosities, polarization and integrated luminos-
ity/uptime [19]. During Run1, LHC used an orbit feed-back
and during certain periods of the cycle also a tune feed-back.
Bunch-by-bunch and intra-bunch measurements are required
to diagnose, and eventually avoid, beam instabilities. This
section collects a number of recent instrumentation improve-
ments and some which are planned for the near future.

Intra-Bunch Measurements
A new Multiband Instability Monitor (MIM) for the LHC

is being developed [20]. It uses a broadband stripline pick-
up. 16 narrow frequency bands spaced by 400 MHz, cov-
ering the frequency range of 0.4–6.4GHz, are individually
monitored. When a bunch starts to oscillate, it’s frequency
spectrum changes to reflect the oscillation modes of the
bunch. The amplitude and phase information of these 16
frequencies might, at a later stage, be used to reconstruct the
intra-bunch motion in the time domain. For the time being
it is planned to use the MIM to trigger the high rate acquisi-
tions of other systems which can measure instabilities, e. g.
the transverse damper system, bunch-by-bunch emittance
and intensity measurements and the head-tail monitor. The
head-tail monitor shares the same pick-up and uses a wide-
band oscilloscope to measure in the time domain. The higher
sensitivity of the MIM should allow to detect sub-micron
oscillations.

Wall Current Transformer (WCT)
A new fast beam current transformer has been developed

at CERN for Run2. It aims to improve the bunch-by-bunch
resolution, and remove the dependency on beam position and
bunch length observed during Run1 [21]. It is designed for
a bandwidth of up to ≈100MHz, for a position dependence
of less than 0.1%/mm and for a bunch length dependence of
0.1%.

Electron Back-Scattering Detector (eBSD)
To attain higher polarized proton luminosities in RHIC,

partial compensation of the beam-beam effect is planned
with the help of electron lenses [22]. A low energy (≈6 keV)
and high intensity (≈1A) electron beam moving in the op-
posite direction is mixed with the proton beam over a 2m
long interaction region within a field of ≈6 T. The two beams
are approximately 300µm rms and their centers need to be
aligned to less than 30–50µm. The eBSD [23] is a new
measurement device for the precise alignment of the two
beams. It was successfully commissioned in 2014 with ion
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beams. Back-scattered electrons are intercepted by a small
plastic scintillator in the vicinity of the electron gun. A 1.2m
long light-guide leads to a magnetically shielded photomul-
tiplier tube. An automatic procedure aligns the two beams
by maximizing the eBSD counting rates. The alignment
is based on a program for maximizing luminosities at the
RHIC experiments. An eBSD could possibly be used for
hollow electron lens alignment [24]. A hollow electron lens
is considered as an option for beam collimation for HL-LHC
in the framework of the LARP collaboration.

WAKEFIELDS AND RF HEATING
In order to limit beam instabilities, the impedance bud-

gets are very strict, in particular for numerous devices like
the BPMs. Also for the survival of the instrument a careful
management of the beam induced wake functions is cru-
cial. Several LHC system suffered strong heating during
Run1 [25]. Injection kickers and forward physics experi-
ments overheated. The beam screen of the injection pro-
tection system deformed. RF contact fingers at magnetic
interconnects and the extraction mirror of the synchrotron
light monitor were heated to the point of failure [26]. The
redesigned extraction mirror couples much less to the beam,
and the heat dissipation via conduction and radiation should
now be sufficient. By installing a camera in the RHIC po-
larimeter, strong RF heating was discovered at the ends
of the thin carbon wire when well outside the beam and
even in parking position, explaining the frequent wire break-
ages [27]. The addition of field-intercepting “fins” have been
shown to reduce the heating.
All new instruments installed on the beam have to be

validated by EM simulations and/or laboratory test. The
incorporation of temperature sensors will be advisable for
certain devices. Heating effects can often be observed in-
directly by vacuum degradation, increased beam losses or
degraded performance of the device. Possibilities for mitiga-
tion include: design changes to reduce the build-up of wake
fields; adding ferrites to absorb the RF power given there
is sufficient cooling for the ferrites; or using multi-mode
couplers to extract the power and dissipate it outside of the
beam vacuum.
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EMITTANCE TRANSFER IN LINACS
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Abstract

Flat beams feature unequal emittances in the horizontal

and vertical phase space. Such beams were created success-

fully in electron machines by applying effective stand-alone

solenoid fringe fields in the electron gun. This contribution

is an extension of the method to ion beams and on the decou-

pling capabilities of such a round-to-flat adaptor. The beam

line provides a single-knob tool to partition the horizontal

and vertical rms emittances, while keeping the product of the

two emittances constant as well as the transverse rms Twiss

parameters (βx,y and αx,y ) in both planes. This single knob

is the solenoid field strength. The successful commissioning

of the set-up with beam will be presented as well.

INTRODUCTION

Transformation of a round beam (equal transverse emit-

tances) to a flat beam (different transverse emittances) re-

quires changing the beam eigen-emittances. The eigen-

emittances are defined through the beam second moments

as

ε1 =
1

2

√

−tr[(C J)2] +

√

tr2[(C J)2] − 16det(C) (1)

ε2 =
1

2

√

−tr[(C J)2] −
√

tr2[(C J)2] − 16det(C), (2)

where

C =



〈xx〉 〈xx
′〉 〈xy〉 〈xy′〉

〈x ′x〉 〈x ′x ′〉 〈x ′y〉 〈x ′y′〉
〈yx〉 〈yx

′〉 〈yy〉 〈yy′〉
〈y′x〉 〈y′x ′〉 〈y′y〉 〈y′y′〉



(3)

and

J =



0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0



. (4)

and rf-gaps do not change neither the beam rms emittances

nor the eigen-emittances. Solenoids, skew quadrupoles, and

-dipoles change the rms emittances through x-y coupling.

But they do not change the eigen-emittances. This is often

expressed by the simplecticity criterion for the transport

matrix M representing the transport element [1]

M
T

JM = J. (5)

A matrix M satisfying the above criterion, is called symplec-

tic and the eigen-emittances of a beam being transported by

M remain constant. Beam particle coordinates are expressed

by displacements x and y in space and by the respective

derivatives x’ and y’ w.r.t. the longitudinal coordinate s.

The matrix of a solenoid fringe field reads as

MF =



1 0 0 0

0 1 k 0

0 0 1 0

−k 0 0 1



(6)

with k =
B

2(Bρ)
. B is the solenoid on-axis magnetic field

strength and Bρ is the beam rigidity. MF does not satisfy

Equ. 5 and changes the eigen-emittances. However, it leaves

constant the 4d rms emittance defined as the square root of

the determinant of C from Equ. 3.

lines are closed. Effective stand-alone fringe fields act on

the beam if the beam charge state is changed in between the

fringes of the same solenoid. This is the case for rf-guns [2,3]

(free electron creation inside solenoid), extraction from an

Electron-Cyclotron-Resonance ion source [4] (ionisation

inside the solenoid), and for charge state stripping inside a

solenoid [5]. Further discussion of symplecticity of fringes

shall be avoided here and we refer to [6] instead. We just

point out that changing the ion beam charge state is equiva-

lent to cancelling the stripped-off electrons from the system.

This cancellation is a non-symplectic action and conserva-

tion of the eigen-emittances within the remaining subsystem

cannot by assumed in general.

coupled an initially round & decoupled beam. The second

moments matrix of this beam at the entrance to that fringe

is given by

C
′

1 =



ε β 0 0 0

0 ε
β 0 0

0 0 ε β 0

0 0 0 ε
β



, (7)

where ε is the rms emittance in both transverse planes and

β is the rms beta function.

we repeat parts of references [7] and [8], i.e. decoupling

of the beam using a generic decoupling beam line. The

subsequent section treats the extension of the generic case to

any decoupling beam line. Finally, we report on successful

experimental demonstration of one-knob emittance transfer.

DE-COUPLING FOR THE GENERIC CASE

The beam second moment matrix after passing the fringe

field of Equ. 6 is

C
′

2 = MFC
′

1M
T

F
=

[
εnRn −kεn βn Jn

kεn βn Jn εnRn

]

, (8)

   Linear transport elements as drifts, quadrupoles, dipoles,

  Stand-alone fringe fields do not exist since magnetic field

                  In this report we assume that an effective fringe field (Equ. 6)

   The report is organized in the following: in the first section
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where

εn =

√

ε β(
ε

β
+ k2ε β), βn =

βε

εn
, (9)

introducing the 2×2 sub-matrices Rn and Jn as

Rn =

[
βn 0

0 1
βn

]

, Jn =

[
0 1

−1 0

]

. (10)

Inter-plane coupling is created and the rms emittances and

eigen-emittances after the fringe read

εx,y = εn , ε1,2 = εn (1 ∓ k βn ) . (11)

The parameter t is introduced to quantify the interplane

coupling. If t defined as

t =
εxεy

ε1ε2

− 1 ≥ 0 (12)

is equal to zero, there are no inter-plane correlations and the

beam is fully decoupled.

i.e. its central longitudinal field. Tracking simulations using

3D-field maps of finite solenoids confirmed that this omis-

sion is justified [9].

Equ. 8 is decoupled through a beam line formed by an iden-

tity matrix in the x-direction and an additional 90◦ phase

advance in y-direction

Rq =

[
In On

On Tn

]

. (13)

Here the 2×2 sub-matrices On , Tn and In are defined as

On =

[
0 0

0 0

]

, Tn =

[
0 u

− 1
u

0

]

, In =

[
1 0

0 1

]

. (14)

If the quadrupoles are tilted by 45◦ the 4×4 transfer matrix

can be written as

R = Rr RqR
T

r =

1

2

[
Tn+ Tn−
Tn− Tn+

]

, (15)

where

Rr =

1
√

2

[
In In

−In In

]

, Tn± = Tn ± In . (16)

The beam matrix C
′

3
after the decoupling section is

C
′

3 = RC
′

2R
T

=

[
η+Γn+ ζΓn−
ζΓn− η−Γn+

]

, (17)

and the 2×2 sub-matrices Γn± are defined through

Γn± =

[
u 0

0 ± 1
u

]

, (18)

with

η± =
εn
2

(
βn
u
+

u

βn
∓ 2k βn ) (19)

and

ζ =
εn
2

(− βn
u
+

u

βn
) . (20)

Assuming that this beam matrix is diagonal, its x-y compo-

nent vanishes

ζΓn− = On (21)

solved by

u = ±βn , (22)

where the positive sign indicates that εx is made equal to ε1

by decoupling and the negative sign means that εy is made

equal to ε1. We calculate the final rms emittances obtaining

εx,y = |εn (1 ∓ k βn ) | . (23)

k0 , the cor-

responding quadrupole gradients may be determined using

a numerical routine, such that finally the rms emittances are

equal to the eigen-emittances. If these optimized gradients

are applied to remove interplane correlations produced by

a different fringe strength k1, the resulting rms emittances

and eigen-emittances at the exit of the decoupling section

are calculated as

εx,y =
εn (k1)

2

�����

βn (k1)

βn (k0)
+

βn (k0)

βn (k1)
∓ 2k1 βn (k1)

�����
(24)

and

ε1,2 = εn (k1) |1 ∓ k1 βn (k1) | (25)

with the parameter

t =
ε2 β2

ε
β ( εβ + k

2
0
ε β)

(k
2
1
− k

2
0
)2

4
. (26)

In the same way the rms Twiss parameters of a beam coupled

by k1 but decoupled by R(k0) are found from Equ. (17) as

α̃x = α̃y = 0, β̃x = β̃y = βn (k0) , (27)

showing that the rms Twiss parameters after decoupling do

not depend on the coupling solenoid fringe strength k1 if the

decoupling section was set assuming a coupling strength k0.

We stress the very convenient feature of the generic de-

coupling line R: once a decoupling set of gradients has

been found for the fringe field strength ko , these gradients

will practically decouple also beams coupled by a different

strength |k1 | ≤ |k0 |. This is shown in Fig. 1, which was orig-

inally presented in [8]. Moreover, the Twiss parameters β
and α at the exit of the generic beam line R do not depend on

the fringe strength. These two features enormously facilitate

the design and operation of such a round-to-flat adapter.

   Obtaining this result we neglected the finite solenoid length,

   As shown for instance by Kim [7] the beam represented by

  For a given effective solenoid fringe field strength
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Figure 1: The coupling parameter t at the exit of the generic

beam line R as a function of the solenoid field causing

the fringe field strength k1 (blue line). The figure is taken

from [8] and k0 corresponds to 1.0 T. The dependency is

described by Equ. 26.

DECOUPLING FOR THE GENERAL CASE

In the previous section we derived the following ensemble

P of properties of the generic decoupling line R of Equ. 15:

• t at the exit scales as (k
2
1
−k

2
0
)2, where ko is the assumed

fringe strength and k1 is the strength actually applied

for the coupling. t << 1 holds over a wide range of k1

(Equ. 26 and Fig. 1 with B ∼ k1).

• the exit Twiss parameters βx , αx , βy , αy do not depend

on the actual fringe strength k1 (Equ. 27).

• the only quantity considerably changed through the

fringe strength is the transverse rms emittance parti-

tioning εx/εy (Equ. 24).

signs in Equ. 22. However, [8] found by various tracking

simulations with TRACK [10] as well as by applying the

matrix formalism, that P seems to hold for any beam line

MD that provides decoupling of a round beam previously

coupled through a stand-alone solenoid fringe field. This

feature was not understood in [8].

Instead it can be understood through the procedure

being illustrated in Fig. 2. Suppose there is any arbitrary

beam line MD that provides decoupling. This beam line

includes x-y coupling linear elements. We prolong MD by

a beam line represented by the matrix

A =

[
Ax On

On Ay

]

(28)

with the 2×2 sub-matrices Ax and Ay . A must not include

any x-y coupling element.

The resulting total beam line is the product AMD . We choose

for the non-coupling line A = RM
−1
D

such that R = AMD .

Figure 2: Extension of the decoupling features of the generic

beam line R to any decoupling beam line MD . SF denotes

the location of the initially coupling stand-alone solenoid

fringe field. The arbitrary decoupling beam line MD ends

at SD , and the generic beam line R ends at SR . The beam

line A does not include any x-y coupling element.

Care is to be taken in choosing the right sign at Equ. 22

in the construction of R. This is to assure that both, MD

and R, reduce εx to the same of the two eigen-emittances.

Choosing the wrong sign, A gets an emittance exchange

beam line that includes coupling elements. As shown above,

at the exit of R the properties P hold. From the exit of

R the Twiss parameters ε, β, and α (in both planes) are

transported backwards to SD by applying A
−1 being aware

that α and β do not depend from the fringe strength. As

A does not include any x-y coupling element, neither does

A
−1. Accordingly, the back-transformed Twiss parameters

at SD also do not depend on the fringe strength. The same

way the invariance of the Twiss parameters w.r.t. the fringe

strength is kept through the back-transportation by A
−1, the

weak dependence of t(k1) is back-transported & preserved

through A
−1. Since A

−1 is non-coupling, it preserves t. In

other words, the properties P at the exit of R are preserved

during back-transportation by A
−1. As a consequence the

properties P hold also at the exit of the arbitrarily chosen

decoupling beam line MD .

EXPERIMENTAL DEMONSTRATION

The EMitance Transfer EXperiment (EMTEX) was in-

stalled [11] last year along the transfer channel from GSI’s

UNIversal Linear ACcelerator (UNILAC) to the synchrotron.

Figure 3 shows the set-up starting with two doublets to match

Figure 3: Beam line of EMTEX (Emittance Transfer Exper-

iment).

  It must be stressed that these properties hold for both
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the beam to the entrance of the short solenoid, which pro-

vides inter-plane coupling. The foil can be moved into the

solenoid center. Stripping in the foil causes the entrance and

exit fringe fields to act differently on the beam. Together

with the fact that the solenoid is sufficiently short, this set-up

provides for an effective stand-alone solenoid fringe field

modelled through Eq. 6. After the solenoid the coupled

beam is matched by a triplet to the skew triplet that provides

decoupling. Another regular triplet re-matches the beam for

further transport. It is followed by a slit-grid beam emittance

meter which allows for measuring the phase space distribu-

tion in the horizontal and vertical planes.

For the experiment a low intensity beam of 14N3+ at

11.4 MeV/u was used. First, all EMTEX magnets were

turned off and the stripping foil was removed from the

solenoid. Full beam transmission was assured by using

beam current transformes installed in front of and behind

EMTEX. In order to assure that the beam in front of EM-

TEX does not exhibit already some inter-plane correlations,

its image was observed using a fluorescence screen. The

image was observed under variation of a quadrupole being

installed in front of the screen. The quadrupole strength was

varied to deliver a large spectrum of beam spot aspect ratios.

Considerable inter-plane correlations would have manifested

through tilted beam images. As only upright images were

observed, it was assumed that no inter-plane correlations are

present at the entrance to EMTEX.

In the following step, beam emittances were measured in

both planes at the exit of EMTEX. The obtained Twiss pa-

rameters together with the settings of the first two doublets

were used to determine the beam Twiss parameters at the en-

trance to the first doublet of EMTEX. A horizontal (vertical)

rms emittance of 1.04 (0.82) mm mrad was measured. Both

doublets were set to provide a small beam with double waist

at the location of the foil. The foil (carbon, 200 µg/cm2,

30 mm in diameter) was moved into the solenoid. The mea-

sured beam current transmission increased by a factor of

2.3 as expected from charge state stripping of the beam

from 3+ to 7+. Beam phase probes behind EMTEX were

used to detect eventual beam energy loss induced by the

foil. Within the resolution of the probes we assume that

energy loss is close to the calculated value of 0.026 MeV/u

from the ATIMA code [12]. The same code was used to

calculate the mean angular scattering of 0.474 mrad per

plane. After determining all required input parameters the

solenoid field was set to 0.9 T. Applying a numerical routine

the three triplets behind the solenoid were set to decouple

the beam and to provide for a beam with small vertical and

large horizontal emittance together with full transmission

through the entire set-up. These gradients were set and full

beam transmission was preserved. Just very few steering

was needed to re-center the beam in the emittance meter.

This was required due to slight misalignment of the solenoid

axis w.r.t. the beam axis. For the setting mentioned above

both transverse emittances were measured. Afterwards the

solenoid field was reduced stepwise to 0 T. The solenoid

field Bi was set by following the remanence-mitigating path

Bi−1 → Bmax → 0 T → Bi . All quadrupole gradients were

kept constant. For each solenoid setting full transmission

was preserved and both emittances were measured.

Figure 4 plots the measured rms emittances behind EMTEX

as functions of the solenoid field strength. With increas-

Figure 4: Vertical (blue) and horizontal (red) rms emittances

at the exit of the EMTEX beam line as functions of the

solenoid field strength. All other settings were kept constant.

Shown are results from measurements (dots), from applica-

tion of the 4d-envelope model for coupled lattices (dashed),

and from tracking simulations (dotted).

ing solenoid field the vertical emittance decreases while the

horizontal increases. The product of the two emittances

remains constant within the precision of the measurement.

This behaviour is in full agreement to theoretical predictions

from [8] and to tracking simulations with TRACK [10] using

magnetic field maps. It is also in agreement with calcula-

tions that apply the recently developed 4d-envelope model

for coupled lattices [13–16]. The observed emittance sep-

aration under variation of the solenoid field only, confirms

that EMTEX is an one-knob tool for adjustable emittance

partitioning.

Figure 5 displays measured phase space distributions as

functions of the solenoid field strength. It demonstrates that

the shapes of the occupied areas in phase space and espe-

Figure 5: Vertical (upper) and horizontal (lower) phase space

distributions measured at the exit of the EMTEX beam line

as functions of the solenoid field strength. All other set-

tings were kept constant. Black ellipses indicate the 4×rms

ellipses.
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cially the shapes of the corresponding 4×rms ellipses do

not depend on the solenoid field strength within the reso-

lution of the measurement. Also this experimental result

is in full agreement to the observation from simulations

reported in [8] and to the properties of EMTEX derived

previously. These references assume a beam with exactly

equal transverse emittances at the entrance of EMTEX. The

beam emittances in the experiment differed by 23% from

each other. However, the quasi-invariance of the final el-

lipse shapes is in excellent agreement with the 4d-envelope

model and with tracking simulations also for the presented

experiment. Accordingly, the experimental data also con-

firm that EMTEX is a one-knob emittance partitioning tool

that preserves the beam envelope functions β and α at its

exit, if the initial beam emittances are similar. This feature

makes it obsolete to re-match the envelopes as a function of

the desired emittance partitioning once the partitioning is

completed.

The emittance partitioning is given by the solenoid field

strength. As shown in [8], inversion of the solenoid field

swaps the behaviours of the emittances displayed in Fig. 4,

i.e. for negative solenoid field strengths the vertical emit-

tance increases and the horizontal one decreases with the

field strength. This could not be tested experimentally, since

the solenoid power converter was uni-polar. However, in-

version of the solenoid field strength is fully equivalent to

inversion of the skew quadrupole gradients, while keeping

all other gradients and the solenoid field constant. Inversion

of the skew gradients corresponds to rotation of the skew

quadrupoles by 90° , i.e. to swapping the transverse planes.

Accordingly, the sense of emittance partitioning is inverted

for inverted skew gradients. This was verified experimen-

tally as shown in Fig. 6. Also for inverted skew quadrupole

Figure 6: Vertical (blue) and horizontal (red) rms emittances

at the exit of the EMTEX beam line as functions of the

solenoid field strength. All other settings were kept constant.

Shown are results from measurements (dots), from applica-

tion of the 4d-envelope model for coupled lattices (dashed),

and from tracking simulations (dotted). W.r.t. Fig. 4 the

gradients of the skew quadrupoles are inverted.

gradients, preservation of the orientations and shapes of

the measured phase space distributions was observed. Just

the sizes of the corresponding 4×rms ellipses changed with

the solenoid field strength. For inverted skew quadrupoles

the agreement to theory and to simulations is still good but

slightly worse than for the case shown in Fig. 4. Addition-

ally, for a given solenoid field value the horizontal emittance

values shown in Fig. 6 are not exactly equal to the vertical

emittance values shown in Fig. 4. According to theory they

should be equal. However, the differences are very small.

We attribute them to remanence effects in the solenoid and

in the bi-polar skew triplets.
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MEASUREMENTS OF BEAM HALO DIFFUSION AND

POPULATION DENSITY IN THE TEVATRON

AND IN THE LARGE HADRON COLLIDER
∗

G. Stancari†, Fermilab, Batavia, IL 60510, USA

Abstract

Halo dynamics influences global accelerator performance:

beam lifetimes, emittance growth, dynamic aperture, and

collimation efficiency. Halo monitoring and control are

also critical for the operation of high-power machines. For

instance, in the high-luminosity upgrade of the LHC, the

energy stored in the beam tails may reach several megajoules.

Fast losses can result in superconducting magnet quenches,

magnet damage, or even collimator deformation. The need

arises to measure the beam halo and to remove it at control-

lable rates. In the Tevatron and in the LHC, halo population

densities and diffusivities were measured with collimator

scans by observing the time evolution of losses following

small inward or outward collimator steps, under different

experimental conditions: with single beams and in colli-

sion, and, in the case of the Tevatron, with a hollow electron

lens acting on a subset of bunches. After the LHC resumes

operations, it is planned to compare measured diffusivities

with the known strength of transverse damper excitations.

New proposals for nondestructive halo population density

measurements are also briefly discussed.

INTRODUCTION

Understanding particle losses and beam quality degra-

dation is one of the fundamental aspects in the design and

operation of accelerators. From the point of view of ma-

chine protection, losses must be absorbed by the collimation

system to avoid damaging components. Beam lifetimes

and emittance growth determine the luminosity of colliders.

Knowledge of the machine aperture (physical and dynamical)

and of the mechanisms that drive particle loss is essential.

The LHC and its planned luminosity upgrades (HL-LHC)

represent huge leaps in the stored beam energy of colliders.

In 2011, the Tevatron stored a beam of 2 MJ at 0.98 TeV,

whereas the LHC reached 140 MJ in 2012 at 4 TeV. The

nominal LHC will operate at 362 MJ at 7 TeV in 2015, and

the HL-LHC project foresees that around 2023 the machine

will store proton beams of 692 MJ.

No scrapers exist in the LHC for full beam at top energy.

Moreover, the minimum design HL-LHC lifetimes (about

0.2 h for slow losses during squeeze and adjust) are close to

the plastic deformation of primary and secondary collima-

tors.

∗ Fermilab is operated by Fermi Research Alliance, LLC under Contract

No. DE-AC02-07CH11359 with the United States Department of Energy.

This work was partially supported by the US DOE LHC Accelerator

Research Program (LARP) and by the European FP7 HiLumi LHC Design

Study, Grant Agreement 284404. Report number: FERMILAB-CONF-

14-450-AD-APC.
† Email: 〈stancari@fnal.gov〉.

Halo populations in the LHC are not well known. Colli-

mator scans [1, 2], van-der-Meer luminosity scans [3], and

losses during the ramp [4] indicate that the tails above 4σ
(where σ is the transverse rms beam size) represent between

0.1% and 2% of the total population, which translates to

megajoules of beam at 7 TeV. Quench limits, magnet dam-

age, or even collimator deformation will be reached with fast

losses [5]. In HL-LHC, these fast losses include crab-cavity

failures, which generate orbit drifts of about 2σ [6].

Hence, the need arises to measure and monitor the beam

halo, and to remove it at controllable rates. For HL-LHC,

beam halo monitoring and control are one of the major risk

factors for operation with crab cavities. Hollow electron

lenses were proposed as an established and flexible tool for

controlling the halo of high-power beams [7].

The dynamics of particles in an accelerator can be quite

complex. Deviation from linear dynamics can be large, es-

pecially in the beam halo. Lattice resonances and nonlinear-

ities, coupling, intrabeam and beam-gas scattering, and the

beam-beam force in colliders all contribute to the topology

of the particles’ phase space, which in general will include

regular and chaotic regions, and resonant islands. In addi-

tion, various noise sources are present in a real machine,

such as ground motion (resulting in orbit and tune jitter)

and ripple in the radiofrequency and magnet power supplies.

As a result, the macroscopic motion can acquire a stochas-

tic character, which can be described in terms of particle

diffusion [8–12].

Calculations of lifetimes, emittance growth rates, and dy-

namic aperture from various sources are routinely performed

in the design stage of all major accelerators, providing the

foundation for the choice of operational machine parame-

ters. Experimentally, it was shown that beam halo diffusion

can be measured by observing the time evolution of particle

losses during a collimator scan [13]. These phenomena were

used to estimate the diffusion rate in the beam halo in the

SPS at CERN [14,15], in HERA at DESY [13], and in RHIC

at BNL [16]. An extensive experimental campaign was car-

ried out at the Tevatron in 2011 [17–19] to characterize the

beam dynamics of colliding beams and to study the effects

of the novel hollow electron beam collimator concept [20].

Following the results of the Tevatron measurements, similar

experiments were done in the LHC [2,21].

In this paper, we review some of the present and future

experimental methods to estimate beam halo populations,

with a discussion of their systematic effects. We also survey

the experimental data on the dynamics of the beam halo,

with a discussion on the relationship between diffusivities

and population densities.

WEO3AB01 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

294C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Rings



HALO POPULATION DENSITY

Collimator Scans
The dynamics of the beam halo was studied experimen-

tally with collimator scans [13] at the Fermilab Tevatron

proton-antiproton collider in 2011. The main motivation

was to observe the effect on diffusion of beam-beam forces

and of the novel hollow electron beam collimator [20]. The

same data was used to estimate halo populations beyond

about 7σ. Lower amplitudes could not be reached because

of the minimum size of the collimator steps and of the safety

thresholds of the beam loss monitors.

In the Tevatron, 36 proton bunches (identified as P1–P36)

collided with 36 antiproton bunches (A1–A36) at the center-

of-momentum energy of 1.96 TeV. There were 2 head-on

interaction points (IPs), corresponding to the CDF and the

DZero experiments. Each particle species was arranged in

3 trains of 12 bunches each, circulating at a revolution fre-

quency of 47.7 kHz. The bunch spacing within a train was

396 ns, or 21 53-MHz rf buckets. The bunch trains were sep-

arated by 2.6-µs abort gaps. The synchrotron frequency was

34 Hz, or 7 × 10−4 times the revolution frequency. The ma-

chine operated with betatron tunes near 20.58. Protons and

antiprotons shared a common vacuum pipe. Outside of the

interaction regions, their orbits wrapped around each other

in a helical arrangement. Therefore, bunch centroids could

be several millimeters away from the physical and magnetic

axes of the machine. Beam intensities and bunch lengths

were measured with a resistive wall monitor. Transverse

beam sizes were inferred from the recorded synchrotron

light images.

All collimators were retracted except one. The collima-

tor of interest was moved in or out in small steps, and the

corresponding local loss rates were recorded as a function

of time. A detailed description of the Tevatron collimation

system can be found in Ref. [22].

Collimator scans were also used to estimate halo popula-

tions in the LHC at 4 TeV. The experiments were described

in Refs. [2, 21]. The goal of these experiment was to mea-

sure both halo populations and diffusivities under the same

conditions. One nominal bunch (1.15 × 1011 protons) per

beam was used. The study started with squeezed, separated

beams. Orbit stabilization was turned off. The primary and

secondary collimators in the IR7 region were retracted from

their nominal settings of 4.3σ and 6.3σ respectively to a half

gap of 7σ. The jaws of a vertical and a horizontal primary

collimators were moved in small steps. The collimators

were selected from different beams to be able to perform

the scrapings in parallel without inducing cross-talk in the

loss-monitor signals. The jaws were moved after waiting

for the beam losses from the previous step to reach a steady-

state (approximately every 10 to 40 seconds). The jaws were

left for a few minutes in the beam after they had reached

their final inward position, to allow the losses to stabilize.

Subsequently, the jaws were moved out in small steps, again

after waiting for the transient to decay. The procedure of

inward and outward steps was then repeated after bringing

the beams into collision.

In the approximation of static beam distributions, the

beam densities can be calculated from the measured intensity

loss during a short interval (4 s in this case) centered around

the collimator movement. The results are shown in Figure 1

(solid black lines). Similar results are obtained by integrating

the calibrated losses over the same short interval (Figure 1,

dashed black lines). For comparison, a Gaussian core with

the measured beam emittance is also shown in Figure 1 (gray

line). Tail populations beyond 4σ are reported in Table 1. It

is interesting to note the depletion in the case of collisions

compared with separated beams.

Scans with primary collimators in a dispersive region of

the LHC were used to estimate the population of the off-

momentum halo and of the abort gap [23]. Tails of about

0.5% were observed at a relative momentum deviation above

1 × 10−3.

Other stimates

An estimate of the beam distribution can be obtained with

van-der-Meer luminosity scans [3, 6]. The two colliding

beams are displaced with respect to each other, and the

luminosity is recorded as a function of separation. With

this technique, it was observed that the luminosity curve

is well described by a double Gaussian, and that the beam

population above 4σ was of the order of 0.1%.

Losses during the LHC acceleration ramp, as the colli-

mator settings are tightened, also give indications of the

magnitude of beam tails [4]. On average, 1% of the beam

was above 6σ and was lost during the ramp in 2012.

Nondestructive am agnostics

Halo monitoring is clearly a high priority for high-power

machines. A true halo monitor should provide a real-time,

2-dimensional transverse beam distribution. This requires a

response time of a few seconds, and a dynamic range of the

order of 106.

In the LHC, it is planned to use synchrotron radiation

as diagnostic phenomenon [24]. Dynamic range can be

achieved with the coronagraph technique [25] (perhaps re-

placing the stop with a neutral filter), or more simply with a

set of state-of-the-art digital cameras.

A new kind of detector was recently developed for the

RHIC electron lenses [26]. It was shown that the rate of

electrons backscattered towards the gun by Coulomb col-

lisions with the circulating ions is a sensitive probe of the

overlap between the two beams. Although a 2-dimensional

reconstruction would require some kind of scanning of the

electron beam, the method is based on scintillator counters

and has a wide dynamic range. It is a promising means to

continuously monitor the halo, especially in conjunction

with a hollow electron lens.

E

HaloBe Di

Proceedings of HB2014, East-Lansing, MI, USA WEO3AB01

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

295 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



5e+09

1e+10

5e+10

1e+11

5e+11

1e+12

5e+12

1e+13

0.000 0.002 0.004 0.006 0.008

B1V separated inward

B1V colliding inward

B2H separated inward

0.000 0.002 0.004 0.006 0.008

5e+09

1e+10

5e+10

1e+11

5e+11

1e+12

5e+12

1e+13B2H colliding inward

Action, J  [µm]

B
ea

m
 d

en
si

ty
, 
f
(
J
)
 [

p
ro

to
n
s/

µ
m

]

Figure 1: Measured beam halo distributions during the inward collimator scans in the LHC at 4 TeV, as a function of

collimator position in units of action J ≡ x2
c/(2β), where xc is the half gap and β is the local amplitude lattice function:

from total intensity loss (solid black); from integrated loss-monitor rates (dashed black). The gray line denotes a Gaussian

core with the measured beam emittance. The colored vertical tick marks indicate the collimator positions. The 2 left

plots refer to the vertical scraping of beam 1 with separated and colliding bunches; the 2 right plots are for beam 2 in the

horizontal plane.
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Table 1: Estimates of Halo Population in the LHC at 4 TeV with Collimator Scans.

Data set Beam Plane Collisions? Action J corresponding Tail population beyond 4σ
to 4σ [µm] [108 p] [%]

1 B1 V N 0.00246 8.2 0.58

2 B1 V Y 0.00226 1.6 0.13

3 B2 H N 0.00492 8.5 0.86

4 B2 H Y 0.00347 2.4 0.35

HALO DIFFUSIVITY

Halo diffusivities can also be measured with collimator

scans [13]. All collimators except one are retracted. As the

collimator jaw of interest is moved in small steps (inward or

outward), the local shower rates are recorded as a function of

time. Collimator jaws define the machine aperture. If they

are moved towards the beam center in small steps, typical

spikes in the local shower rate are observed, which approach

a new steady-state level with a characteristic relaxation time.

When collimators are retracted, on the other hand, a dip in

loss rates is observed, which also tends to a new equilibrium

level.

We consider the evolution in time t of a beam of parti-

cles with density f (J, t) described by the diffusion equation

∂t f = ∂J (D ∂J f ), where J is the Hamiltonian action and D

the diffusion coefficient in action space. The particle flux

at a given location J = J̄ is φ = −D ·
[

∂J f
]

J=J̄
. During a

collimator step, the action Jc = x2
c/(2βc ), corresponding

to the collimator half gap xc at a ring location where the

amplitude function is βc , changes from its initial value Jci
to its final value Jc f in a time ∆t. In the Tevatron, typical

steps in half gap were 50 µm in 40 ms; smaller steps (10 µm
in 5 ms, typically) were possible in the LHC. In both cases,

the amplitude function was of the order of a hundred meters.

It is assumed that the collimator steps are small enough so

that the diffusion coefficient can be treated as a constant in

that region. If D is constant, the local diffusion equation

becomes ∂t f = D ∂JJ f . With these definitions, the particle

loss rate at the collimator is equal to the flux at that location:

L = −D ·
[

∂J f
]

J=Jc
. Particle showers caused by the loss of

beam are measured with scintillator counters or ionization

chambers placed close to the collimator jaw. The observed

shower rate is parameterized as S = kL + B, where k is

a calibration constant including detector acceptance and

efficiency and B is a background term which includes, for

instance, the effect of residual activation. Under the hypothe-

ses described above, the diffusion equation can be solved

analytically using the method of Green’s functions, subject

to the boundary condition of vanishing density at the colli-

mator and beyond. Details are given in Ref. [27]. By using

this diffusion model, the time evolution of losses can be

related to the diffusion rate at the collimator position. With

this technique, the diffusion rate can be measured over a

wide range of amplitudes.

Some of the results of measurements in the Tevatron were

presented in Refs. [17–19]. Experiments in the LHC were

reported in Ref. [2]. It was shown that the value of the diffu-

sion coefficient near the core is compatible with measured

emittance growth rates. The effect of collisions in both the

Tevatron and in the LHC was clearly visible. In the Tevatron,

diffusion enhancement in a specific amplitude region due to

a hollow electron lens was observed. During the next run in

2015, we propose to measure halo diffusion in the LHC as a

function of excitation strength in the transverse dampers, to

provide a further test of the accuracy of the technique.

DISCUSSION AND CONCLUSIONS

Extracting beam distributions from collimator scrapings

requires some care. The underlying assumption is that the

beam distribution is static or that, if there is beam diffusion,

it is independent of amplitude. In reality, the diffusion rate

increases with betatron amplitude. Neglecting this fact re-

sults in overestimating the tails, and may explain in part the

discrepancy between slow and fast scrapings in Ref. [1]. An-

other systematic effect is introduced by using a loss-monitor

calibration that is independent of collimator position.

Van-der-Meer scans are used to measure the effective

beam overlap and the absolute calibration of luminosity. Ex-

tracting from them a beam distribution and a halo population

requires further hypotheses. The assumption that the two

beams are identical introduces a systematic uncertainty.

It may be possible to get more accurate estimates of halo

populations by taking into account the relationship between

population density, diffusivity, and instantaneous loss rates

from the diffusion model.

As an example, for simplicity, let us consider the Gaussian

core of a beam with root-mean-square (rms), unnormalized

emittance ε. In action coordinates, this translates into an

exponential density fG (J, t) = (N/ε) ·exp [−J/ε]. Let’s fur-

ther assume a constant intensity decay, N (t) = N0 exp (−λt),

and a constant emittance growth rate: ε = ε0 exp (γt). By

multiplying the diffusion equation by J and integrating,

one obtains a relationship between the emittance growth,

the diffusion coefficient, and its gradient D′ ≡ ∂J D: γ =
2 〈(D/ε − D′) · J〉 /ε2, where 〈〉 indicates an average over

the distribution function. Moreover, by substituting the Gaus-

sian form of the density fG directly into the diffusion equa-

tion, one obtains a first-order differential equation for the

diffusion coefficient:

D′ − D/ε + γ · J − (λ + γ)ε = 0 (1)
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It can be solved by imposing a null flux at the origin. This

results in explicit forms for the diffusion coefficient as a

function of action:

D(J) = γεJ + λε2 [exp (J/ε) − 1
]

. (2)

In other words, an exponentially increasing diffusion coeffi-

cient is necessary to produce a Gaussian beam distribution.

In more realistic cases (D increasing as a power of J), beam

tails are inevitable.

These relationships can be used to test the stochastic

model of halo dynamics and, if it is verified, to provide

more accurate measurements of halo populations, which

take diffusivity into account. One of the advantages of colli-

mator scans is that they allow a simultaneous measurement

of losses, drift velocities, and diffusivities as a function of

betatron amplitude.
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Abstract 
At the Spallation Neutron Source accelerator 

preparations are underway for a 10 us laser-assisted H- 
stripping experiment. This is a three orders of magnitude 
increase in pulse duration compared the to initial 2006 
proof of principle experiment. The focus of the 
experiment is the validation of methods that reduce the 
average laser power requirement, including laser-ion 
beam temporal matching, ion beam dispersion tailoring, 
and specialized longitudinal and transverse optics. In this 
presentation we report on the status of preparations and 
the anticipated schedule for the experiment. 

INTRODUCTION 
Many high intensity hadron synchrotrons accumulate 

beam through the process of charge exchange injection, 
whereby an H- ion is converted to a proton via passage 
through a thin carbon foil that strips the two electrons. 
This method has been demonstrated to work for beam 
powers up to 1.4 MW. However, the survivability of the 
carbon stripper foils beyond the 1.4 MW level is 
unknown. Evidence of foil damage including tears, curls, 
and bracket melts, is routinely observed at high power 
hadron facilities such as the Spallation Neutron Source 
(SNS) [1]. The damage is exponentially worse with 
increasing beam powers. Although there are a number of 
research programs dedicated to improving foil durability 
[2], currently there is no viable alternative technology to 
replace the foils once the power limit is reached.  

Beyond the issue of foil survivability, there is also the 
problem of beam scattering in the foil. This leads to 
emittance dilution and more importantly, beam loss and 
radiation. At the SNS and similar accelerators, the 
injection region is the hottest area of the accelerator. 

The idea of using a laser and two magnets to replace 
the carbon foil in the charge-exchange process was 
proposed almost three decades ago. In this scenario the 
first, loosely bound electron is Lorentz stripped from the 
ion using a magnetic field. Because the second, more 
tightly bound electron cannot be stripped with a 
conventional magnet, a laser is used to resonantly excite 
the electron to a more loosely bound state (typically n=3 
or n=4), whereby it can be Lorentz stripped with a second 
magnet, resulting in a proton. Figure 1 illustrates the 
concept.  

 

 

This method was successfully demonstrated in a 2006 
proof of principle experiment at the SNS, where 90% 
stripping of a 6 ns, 900 MeV H- beam was accomplished 
using a 355 nm laser and two magnets. Unfortunately, a 
straightforward scaling of this experiment to the full SNS 
duty cycle would require ~600 kW of average laser 
power, which is not feasible. Rather, it is necessary to 
reduce the average laser power requirement through laser 
and ion beam manipulations [3,4]. 

At SNS, preparations are underway for the next laser 
stripping experiment. The goal of the experiment is to 
achieve 90% stripping efficiency of a 5-10 us, 1 GeV H- 
beam. The central theme of the experiment is the 
validation of methods used to reduce the required average 
laser power. For a future operational system that would 
strip millisecond-level pulses, these methods would be 
employed along with a power recycling optical cavity. 
The recycling cavity is under development in the laser lab 
at SNS, but is not part of the current stripping experiment.  

This paper describes the configuration for the 10 us 
experiment, the work underway to prepare the ion and 
laser beam parameters, and the schedule.  

EXPERIMENTAL CONFIGURATION 
AND HARDWARE 

Four primary goals drove the design of the 
experimental configuration: 

 
1) Achieve high efficiency stripping. 
2) Protect the laser. 
3) Prevent disruptions to production beam operations. 
4) Provide schedule flexibility for the experiment. 

               Figure 1: The laser stripping concept. 
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The final design, based on these goals, is described 
below.  

Interaction Point Location 

Beam Transport (HEBT) line, which transports the beam 
from the end of the superconducting linac (SCL) to the 
ring, and contains a 90° bend. The desired ion beam 
optics, described in a forthcoming section, necessitates 
that the interaction point be located downstream of the 
bend. Beyond this consideration, it is convenient to have 
several independently powered upstream quadrupoles for 
tuning flexibility, and it is also preferable to be located in 
a low radiation region. The final location of the 
interaction point (IP) that satisfies these objectives is near 
the end of the HEBT between a pair of quadrupoles 
(QH28 and QV29). One disadvantage of this location is 
that most of the diagnostics that will be used to measure 
and configure the beam parameters are ~30-40 meters 
upstream, requiring the use of models to predict the optics 
at the IP. To partially address this issue, a pair of 
additional wirescanner will be added – one at the 
interaction point, and another one a few meters 
downstream of the IP.  

Laser Remote Placement 
Two options were considered for the location of the 

laser station: 1) In the tunnel adjacent to the IP, and 2) in 
the ring service building, approximately 70 meters from 
the IP.  Obviously, from the standpoint of the laser optics, 
the first option is far simpler.  However, placing the laser 
in the tunnel introduces a host of other problems, all 
stemming from the need to protect the laser from 
radiation damage.  Loss of the high power UV laser due 
to radiation exposure would represent a single-point 
failure for the entire experiment, and as such, the laser 
cannot be left in the tunnel during production beam 
operations. The in-tunnel scenario would require 
installing the laser, performing the experiment, and then 
removing the laser all during a dedicated accelerator 
physics study period. The longest accelerator physics 
blocks of time are associated with the start up periods 
following the twice-annual maintenance outages. 
Experience has shown that this time often evaporates the 
wake of equipment turn-on issues.  

Due to the restrictive schedule logistics associated with 
the in tunnel option, the decision was made to place the 
main laser outside of the tunnel, in the ring service 
building.  The UV laser will be transported ~70 m from 

the ring service building to a small final focusing table 
adjacent to the IP. This configuration provides flexibility 
for the experimental schedule while also protecting the 
laser. Underlying concerns regarding the laser power loss 
in transport and the laser pointing stability have been 
investigated this past year and will be discussed later in 
this document. 

Experimental Station 
 

The experimental station contains the IP, windows to 
accommodate entrance and exit of the laser, diagnostics at 
the IP and downstream of the IP, and two dipole magnets 
to strip the electrons. A drawing of the experimental 
station is given in Figure 2 below.  

The two stripping magnets that convert H- to H0 
upstream of the IP, and then H0* to p+ downstream of the 
IP have unique design requirements. First, the field 
gradient must be large in order to minimize the induced 
angular spread in the beam from the probabilistic nature 
of the stripping. In addition, the magnetic field must not 
be present during nominal beam operations. The final 
design of the magnet that meets these requirements is a 
Halbach cylindrical array with 1.2 T peak field and 40 
T/m field gradient, arranged with opposite polarity on 
either side of the IP in order that there should be 
approximately zero field at the IP. Due this arrangement 
and the charge state change between the magnets, a 
cumulative kick of ~17 mrad will be imparted to the 
beam. To compensate, corrector magnets have been 
placed on the outside of each stripper magnet. The 
stripper-corrector magnet pairs will be mounted on 
actuators for remote insertion and retraction from the 
beam pipe. The design of the magnet is described in more 
detail in [5]. 

The experimental station contains one pair of optical 
ports for entrance and exit of the laser, and second pair 
for viewing and for flexibility in the laser placement.  In 
order to reduce the laser power density on the exit 
window to prevent breakage, a defocusing lens is located 
between the IP and the exit window.  

While most of the diagnostics used to prepare the beam 
will be 30-40 m upstream of the IP, the experimental 
station will contain a dual-plane wirescanner at the 
location of the IP to verify the beam size, and a BCM just 
downstream of the IP to measure the stripped beam 
fraction.  In addition, the second wirescanner will be 
placed downstream of the next quadrupole to assist in the 
ion beam optics tune up.  

 
 

 

   The experiment will take place in the SNS High Energy 
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PARAMETER REALIZATION EFFORTS 
The central theme of this experiment is the validation 

of methods for reducing the required average laser 
power. These methods, described below, involve placing 
the ion beam in an off-nominal Twiss configuration, and 
temporally matching the laser and ion beam. Altogether, 
these methods reduce the required average laser power 
from 600 kW to 50 W.  

Laser Configuration 
Obviously, a significant savings in laser power can be 

realized by having the laser on only when beam is 
present. The SNS beam has a 402.5 MHz microstructure 
and a nominal 6% duty factor; the duty factor for this 
experiment is even lower. The laser system for the 
experiment is a frequency tripled, master oscillator 
power amplification (MOPA) scheme. The 355 nm final 
laser wavelength preserves the choice of the n=3 H- 

excited state that was used in the initial proof of principle 
experiment. The laser has been demonstrated to operate 
in burst mode with 10 us, 10 Hz macrostructure, and 
402.5 MHz, 30 – 55 ps microstructure, identical to the 
ion beam parameters for the experiment. The laser 
scheme and measured microstructure are shown together 
in Figure 3.  

A major concern with the remote placement of the 
laser was the amount of power loss in transport, and 
whether enough laser power would be available at the IP 
to provide 90% stripping. Answering this question 
involved separate efforts to measure the total available 
UV laser power, and to measure the power loss on the 
windows, the mirrors, and in air.  

Because it is not possible to directly measure 
picosecond level UV laser pulses, an optical correlator 
was developed to perform the measurement [6].  Using 
this device, the final power measurements gave laser 
powers in the range of 1.35 – 2 MW for micropulses 
lengths of 30 – 55 ps (FWHM), with power varying 
inversely to pulse length.  

  

 

 
Figure 3: (Top) Laser amplification scheme.  (Bottom) 
Laser microstructure measurement

To estimate the laser power loss in transport, an eight 
meter, four-mirror mock up of the transport line was set 
up in the laser lab. The mirror loss was measured 
independently to be < 1 % per reflection. The laser was 
cycled through six iterations of the loop for a total of 48 
meters of transport. The power loss was measured on 
every cycle and the results were extrapolated to 70 m, the 
estimated transport line length.  The final estimates 
predict 1/3 of the laser power will be lost in transport, 
due primarily to Fresnel diffraction at the aperture and 
higher order mode losses, which diminishes with 
distance. Given the initial laser power measured with the 
optical correlator, the remaining available laser power at 

Mode-locked 
Seeder Pulse Picker Amplifier Harmonic 

Conversion

2.5ns
…

10us

0.1s

…

…

…
… …

λ=1064 nm λ=355 nm
2.5 ns

~50 ps

Mode-locked 
Seeder Pulse Picker Amplifier Harmonic 

Conversion

2.5ns
…

10us

0.1s

…

…

…
… …

λ=1064 nm λ=355 nm
2.5 ns

~50 ps

                                          Figure 2:  The final design of the experimental station.

. 
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the IP should be sufficient to support 90% efficient H- 

stripping. 
Finally, the last major concern with the laser transport 

line is the pointing stability due to mechanical vibrations 
and temperature drift. One mirror on the laser table will 
be driven with a pair of Piezoelectric actuators to provide 
compensation for slow drifts on the order of 1 Hz or 
slower. Experience with the laser-based beam 
diagnostics systems in the SNS SCL/HEBT tunnel 
indicates that this feedback control should provide 
sufficient laser beam pointing stability for the laser-ion 
beam interaction. 

Ion Beam Optics 
The ion beam Twiss parameters in both the transverse 

and longitudinal planes can be configured to provide 
savings in the laser power budget.  First, it is necessary 
to squeeze the bunch longitudinally to maximize the 
laser-ion beam cross section. The nominal micropulse 
length in the SNS HEBT is ~150 ps. For full overlap 
with the laser beam, this experiment requires that the 
micropulse length be ≤ 25 ps.  The last few cavities in 
the SCL can be used to manipulate the bunch length, and 
a bunch shape monitor (BSM) in the HEBT, capable of 
measuring picosecond-level micropulses, is used to 
measure the length.  

A complicating factor is the space charge of the bunch, 
which causes expansion of the micropulses between the 
end of the SCL and the IP, to the level of about 1 degree 
of length per milliamp of current. In an operational 
system, dedicated cavities would be located just 
upstream of the IP such that this was not an issue. 
However, for the current experiment the beam current 
will be limited to 1 – 5 mA for this reason.  At these 
currents the microbunch lengths of σl < 25 picoseconds 
have been routinely configured, as shown in Figure 4.  
 

 
 

In the transverse plane, the goal is to minimize the 
excitation frequency spread and maximize the cross 
section for interaction with the laser. First, dispersion 
tailoring can be used to eliminate the transition frequency 
spread due to beam energy spread [2]. This method 

capitalizes on the fact that the required laser frequency 
for excitation in the rest frame is a combination of the 
particle energy and the angle between the ion beam and 
the laser, as shown below: 

 

 
 
Conceptually, the idea is to set the dispersion 

derivative such that each combination of particle energy 
γn and angle αn yields the same value of the laser 
frequency in the ion beam rest frame. For the SNS 1 
GeV beam, this scenario corresponds to a dispersion 
function with values D=0 and D’=-2.6 at the IP. Given 
the upstream arc and the large number of independently 
powered quadrupoles, this is readily accomplished and 
has been demonstrated on multiple occasions.  

After dispersion tailoring, the residual transition 
frequency spread is due to transverse divergence of the 
beam. Since the experiment will be conducted in the x-z 
plane, it will be advantageous to eliminate this spread by 
having αx = 0 at the IP.  Finally, to maximize the cross 
section of the laser with the ion beam, the vertical size 
should be as small as possible.  

Experiments conducted over the last year have 
demonstrated all of the required Twiss parameters 
separately, with best measured shown below in Table 1 
below.  The details of these measurements are available 
in [7], in these proceedings. For the moment, the Twiss 
parameters are fit at location 30 m upstream of the IP, 
which introduces the possibility of propagate error. The 
measurements will be repeated when the experimental 
station wirescanners are installed. In the near future, 
efforts will focus on simultaneous demonstration of all 
ion beam parameters.  

 

Parameter Measured Value 
σl   22.3 (picoseconds) 
D, D’ 0 (meters), -2.4 (radians) 
αx  0 (radians) 
σy  0.1 (mm) 

 

FINAL SIMULATIONS 
In recent simulations done with the pyORBIT code 

[8] which include all the measured parameters, the 
stripping efficiency was calculated versus the laser radius 
and divergence [6]. The results are shown in Figure 5.  
While there is a region of very high stripping efficiency, 
it is yet unknown if the laser density for these parameters 
exceeds the damage threshold of the defocusing lens.  
This is currently under investigation.  

frest frame (1→ 3) = γn (1+βn cos(αn )) fbeam frame

     Figure 4: BSM measurement of a 22 ps microbunch.

        Table 1: Measured Ion Beam Optics Parameters  
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Figure 5: Simulated laser stripping efficiency versus 
laser radius and divergence. 

SCHEDULE 
This project has been planned over a 3 year time 

period, with an end date of May 2016.  The primary 
focus of the first year was to choose the interaction point 
location, decide on the laser placement, and verify the 
ion and laser beam parameters. This work is complete.  
During the second year, the design of the stripping 
magnets and the experimental vessel was completed; 
they are now being manufactured with expected delivery 
dates in mid-winter. The diagnostics hardware are 
complete and ready for installation. The laser transport 
line design has just begun.   

Installation of the diagnostics will commence in winter 
of 2015; the experimental vessel and stripping magnets 
will be installed in summer 2015; the transport line will 
be installed, along with the final optics table, in either 
summer of 2015 or winter of 2106.  The first stripping 
experiments will commence in spring of 2016.  
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THE PARTICLE-IN-CELL CODE BENDER AND ITS APPLICATION TO

NON-RELATIVISTIC BEAM TRANSPORT

D. Noll∗, M. Droba, O. Meusel, U. Ratzinger, K. Schulte, C. Wiesner

Institute of Applied Physics, Goethe University Frankfurt am Main

Abstract

A new non-relativistic, electrostatic Particle-in-Cell code

named bender has been implemented to facilitate the investi-

gation of low-energy beam transport scenarios. In the case of

high-intensity beams, space-charge compensation resulting

from the accumulation of secondary particles – electrons for

positively charged ion beams – is an important effect. It has

been shown, that the distribution of compensation electrons

can have a significant influence on the beam and lead to an

emittance growth. To improve the understanding of the dy-

namics of the compensation and the resultant self-consistent

steady state, ionization of residual gas as well as secondary

electron production on surfaces have been implemented and

used to study a number of test systems. We will present

first results of these compensation studies as well as further

applications of the code, among them the chopper section

of the future FRANZ facility [1].

IMPLEMENTATION

The Particle-in-Cell [2] code bender is written in the C++

language and uses MPI for parallelisation. It reads input files

in an XML-style format. All numerical values in this file are

affixed with units. The output of the code can be configured

to include particle distributions and losses, field and potential

distribution and single particle tracks, as required.

External fields can either be loaded from data exported

from tools like the CST Suite or Opera, calculated numeri-

cally via either the solution of Laplace’s equation on a lattice

or from the Biot-Savart law by integrating the current flow

through wires defined by analytic expressions, or calculated

from several available field models, including multipole field

distributions and several solenoid field models.

For use as boundaries for either particle movement or

the Poisson solver, various geometric primitives like planes,

tubes and plates are implemented. For more complex ge-

ometries, an import from STL files is available.

All geometric objects in the code can then be transformed

by one or multiple affine transformations, which allows ob-

jects like fields, geometric objects, monitors and even pois-

son solvers to be placed in the simulation "space" at will.

To simulate dc beams, a fixed number of particles, spread

out over vbeam∆t, are inserted in every time step, continu-

ously building up the beam volume.

Field Solvers

The code provides three solvers for Poisson’s equation.

For problems requiring either non-equidistant grid spac-

ing or geometrically complex boundary conditions, there is

∗ noll@iap.uni-frankfurt.de

a cartesian solver using a Shortley-Weller finite-difference

stencil [3]

ϕi−1, j,k

∆− (∆+ + ∆−)
−
ϕi, j,k

∆+∆−
+

ϕi+1, j,k

∆+ (∆+ + ∆−)

+other dir. = −
ρi, j,k

2ǫ0
+ O(∆3), (1)

where ∆± are the distances to either the neighbouring grid

points or a grid boundary. Dirichlet, Neumann and peri-

odic boundary conditions on the grid boundaries can be

considered. The grid can be distributed among processors

in blocks in all directions, which allows bent geometries to

be followed without wasting memory on inactive regions.

An example is shown in Fig. 1.

On initialisation of the solver, all processors calculate

the positions and the sizes of boundary surfaces with their

neighbours. In a second step, intersections between the

grid lines and the boundary objects given for the solver are

calculated in multiple passes over each direction. In the first

of the three passes, grid points not contained in any boundary

object are assigned a global index. When an intersection

with an object is found on the line between two grid points,

its position is stored for the respective active grid point using

its index. In a third step, the geometric information gathered

is communicated in the bounding areas found in the first

step.

After mesh generation, a sparse matrix for the potential

on the grid points is constructed using Eq. (1). To solve this

matrix, the PetSc library [4] is used. After the solution

process, to be able to calculate the electric field in the region

between the grid portions local to two processors, potential

Figure 1: Example of a calculation of electric potential of

a guided electron beam on 16 processors. The coloured

rectangles show the grid portions on each processor. Each

domain is additionally split in vertical direction. The grey

portions of the grid are disabled on each processor, the white

portions are not considered by any processor.

WEO4LR02 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

304C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Linacs



values from the neighbouring processors are required and

are therefore communicated.

For simulations of radially symmetric systems, the code

includes an rz finite difference solver also using the PETSc

library. In the case only a rectangular grid with equidistant

spacing is required, a 3d xyz solver using Fourier’s method

implemented using the FFTW library [5] can be used. Both

of these solvers allow for Dirichlet, Neumann or periodic

boundary conditions and can be distributed among proces-

sors in longitudinal direction.

All three solvers don’t require particles to be local to their

grid portions. However, when requested, particles can be

distributed among processors according to each processors

portion of the grid, reducing the amount of communication

in the field accumulation step.

Particle Pusher

particle motion, among others one using the standard RK4

integration algorithm and a symplectic Euler integrator. The

(non-relativistic) algorithm used in the simulations presented

below is

ri+1 = ri +
∆t

m
(pi + ∆pi )

pi+1 = pi + A−1
i+1

(

pi + ∆pi +
q∆t

2
Ei+1

)

∆pi+1 =
q∆t

2
Ei+1 + λpi+1 × Bi+1,

where ri and pi are the particles position and momentum in

the i’th step, q and m its charge and mass, ∆p was defined

to avoid recalculation between adjacent time steps, λ =
q∆t/ (2m) and

Ai =
*.

,

1 −λBz
i
λB

y

i

λBz
i

1 −λBx
i

−λB
y

i
λBx

i
1

+/

-

.

The implementation was compared to several analytically

solvable test cases and showed second order accuracy as

well as long time energy conservation.

SPACE CHARGE COMPENSATION

Two processes lead to the production of electrons in pos-

itive low-energy ion beams: impact ionisation of residual

gas atoms and molecules and secondary particle production

due to the impact of particles on the beam pipe. These elec-

trons can then be trapped inside the beams positive potential,

reducing it until a steady-state is produced.

The amount of electrons produced per meter per second

by a beam of energy E, current I in a homogeneous residual

gas background of pressure p and temperature T is given by

ν =
Ipσ(E)

ekT
,

where σ(E) is the total proton impact ionisation cross sec-

tion. For I = 100 mA, E = 120 keV protons on p =

1 × 10−3 Pa, T=300 K N2, ν = 8 × 1015 electrons/s/m are

produced. The energy of most of these electrons is not large

enough for them to cause additional ionisation. However,

in high-intensity beams, the space charge potential can be

high enough for electrons to gain sufficient energy to ionise

additional gas molecules.

Secondary electron production on surfaces for protons

is in the order of a few electrons per impact, depending

on energy, impact angle and surface composition. Thus, if

significant portions of the beam (0.6 % for the parameters

given above) are lost, this mechanism dominates residual

gas ionisation. However, since these electrons are created at

zero potential, it is unclear if they are able to remain in the

system for long times.

For the simulation, Argon was considered as a residual

gas, as a compromise between absolute value – lower cross

section meaning longer simulation time –, complexity of the

residual gas ions – for H2 for example, H+
2

and H+ + H0 are

produced–, and data availability.

Ionising collisions were implemented in bender using

the Null-collision method [6]. Argon is considered as an

homogeneously distributed ideal gas. Single-differential

cross section data for proton impact ionisation were taken

from [7]. Electron impact cross section data is calculated

from the Binary-Encounter-Bethe-model [8]. The velocities

of the freed electrons are then distributed isotropically. Un-

der the assumption, that the remaining, very low-energy ion

travels in the direction of the projectile, the deflection angle

of the projectile and the energy of the residual gas ion can

be calculated from energy and momentum conservation.

Compensation Without Magnetic Fields

Initially a system without any magnetic focussing ele-

ments was investigated. A 100 mA, 120 keV beam with an

emittance of 100 mm mrad was matched through a 50 cm

drift section in a way, that avoids particle losses at 0 % to

100 % compensation. The section is bounded by two repeller

Figure 2: Proton, electron, residual gas ion and total charge

densities for the simulation of a 50 cm long drift system.

Bender implements various algorithms for integration of
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Figure 3: Global compensation degree and particle losses from the compensation simulation of a 50 cm drift. The

compensation degree is plotted for two simulations – one including electron impact ionisation and one with just proton

impact ionisation ("no col."). Particle losses are registered on the repeller electrodes at the end of the system and on the

beam tube in radial direction. Some ions as well as a small amount of electrons created inside the repeller are accelerated

out of the simulation volume longitudinally through the repeller apertures.

electrodes at −1.5 kV potential to trap electrons longitudi-

nally.

Simulation runs were made using either the rz- oder the

fast fourier poisson solver, on a grid of either ∆r = 0.1 mm,

∆z = 0.2 mm or ∆x = ∆y = 0.4 mm, ∆z = 1.7 mm. The

time step used was ∆t = 25 ps. On 12 processors of the

"Fuchs" cluster [9] using the rz solver and 50 macroparticles

inserted per step, simulation time is about 1 day for 25 µs.

Figure 3 shows the global compensation degree during

built-up of compensation. For the first 10 µs, the compensa-

tion degree follows

ηcomp(t) =
vbeame

I
νt,

which means, that only a negligible amount of electrons is

able to escape the confinement.

After the initial linear increase, at about 7 ns, the potential

is sufficiently reduced for electrons to start escaping. After

17 ns the electron loss current – almost exclusively in radial

direction – equals the current of residual gas ions. At this

point, an equilibrium is reached, with a global compensa-

tion degree of 80.7 %. The introduction of electron impact

ionisation increases this value to 83.3 %.

The argon ions produced by ionisation are constantly ac-

celerated out of the system radially. The amount of ions in

the system slowly increases during the built-up, due to the

decrease in space charge potential. In the steady-state, argon

ions are responsible for an additional positive charge of 8 %

of the beams charge.

The densities in the steady-state of the system are shown

in Fig. 2.

It was found, that the electron velocities at a given lon-

gitudinal position follow a Gaussian profile. This would

suggest that the system is in a thermodynamic equilibrium.

The temperature is neither isotropic, Tx ≈ Ty , Tz , nor is it

equal everywhere in the system. Table 1 shows the plasma

parameters for the electrons at the position of the beams

focus.

Table 1: Plasma Parameters of Compensation Electrons at

z = 28 cm

Tx 34.1 eV

Ty 33.7 eV

Tz 48.1 eV

ne 3.9 × 1015 m−3

λd 0.7 mm

ωp 0.5 GHz

lnΛ 16.6

For such a system, a self-consistent solution of the Poisson-

Boltzmann equation given in 1d under the assumption of a

radially symmetric and longitudinally homogeneous system

1

r

d

dr

(

r
dϕ(r)

dr

)

= − 1

ǫ0
(ρbeam (r) − ρe (r)) ,

ρe(r) = ρ0 exp

{

− eϕ(r)

kT

}

(2)

should provide the spatial distribution of the compensation

electrons. ρ0 can be determined by setting the total electron

charge to a fraction ηcomp of the beams total charge,

∫ R

0

dr r ρbeam (r) = ρ0ηcomp

∫ R

0

dr r ρe(r (3)

Figure 4 shows the solution of Eq. (2) and (3) in comparison

to the bender solution. Except for an excess of electrons

close to the axis – probably a result from the presence of

the residual gas ions – the simulation agrees very well to the

simple 1d theory. In general, this means that for finite elec-

tron temperatures even at 100% space charge compensation,

there is some remaining space charge force on the beam.

The source of the thermal distribution is yet unclear, and

could be a result of (numerical) noise in the particle distri-

butions. In a physical system with the parameters given in

Coulomb collisions on a timescale of [10]

τee = 3π(2π)1/2
ǫ2

0
(kT )3/2

nee4m1/2 lnΛ
≈ 0.5 ms.

). . .

Tab. 1, particles should relax to a thermal distribution due to
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Figure 4: Radial electron distribution at z = 10 cm from the

solution of the Poisson-Boltzmann equation (2) in compari-

son to the bender simulation for the drift system using the

fast fourier solver. η = 90.6 % and T = 22.9 eV.

In the simulation however, a thermal electron distribution

can be observed as early as a µs. So far, we have found no

significant dependance of the resulting temperatures on sim-

ulation parameters, except for the choice of solver geometry.

Comparing simulations done using the Fourier solver to the

2d rz-case, the latter shows an excess of electrons with low

absolute velocities.

Simulation of a Two-solenoid LEBT

As a next step, simulation runs for a two-solenoid beam

transport section using the rz solver were made. The 1.6 m

long section includes two 25 cm long solenoids at 0.7 T to

match the beam without any losses.

In these simulations, no steady-state was reached. Es-

pecially in the fringe field regions of the solenoid near the

axis, low-energy electrons and residual gas ions accumulate,

leading to a linear increase in the number of particles for

these species. This spurious accumulation of residual gas

ions near the axis was also found in the 2d simulations made

for the drift section, where it does not grow indefinitely how-

ever. It is noticeably absent in the simulations made using

the 3d fast fourier solver. Several ways to ameliorate the situ-

ation such as incorporating the dynamics of the background

gas (either dynamically or by including a fixed profile) or

including recombination have been suggested.

As for the case of the simple drift, a double layer forms

at the edge of the beam in between the two solenoids. In

the center of the solenoids however, electrons are strongly

bound to the field lines. Thus the size of the double layer is

greatly reduced there.

SIMULATION OF THE FRANZ E×B

CHOPPER

The E×B chopper concept, designed for high-repetition

chopping of a 50 mA, 120 keV proton beam at the Frankfurt

Neutron Source FRANZ [11], uses magnetostatic deflection

to safely dump the unwanted beam fraction, which is com-

pensated for short periods of time by a voltage pulse to two

deflection plates to provide short beam pulses in forward

direction. The copper was successfully commissioned using

a low-energy helium beam [1]. The layout is shown in Fig.

5.

Figure 5: Layout of the E×B chopper located between

solenoid 2 and 3 of the FRANZ low-energy beam transport

section.

Magnetic and electric fields were simulated using the CST

Suite and imported into bender. There is some magnetic

flux from and to the H-type dipole magnet, which provides

static beam deflection, into the adjacent solenoid magnets,

which are used to match the beam to the chopper and the

chopped beam to the following RFQ. To capture this effect

in the simulation and still be able to independently adjust

field levels, each magnet was simulated in the whole setup

but with every other magnet turned of.

First, single particle tracking using bender was used to

understand the distortions produced by the crossed electric

and magnetic field configuration [12]. After optimisation of

the field geometry, simulations including space charge of the

50 mA proton beam were made. In addition to the proton

beam, the simulation includes 5 mA of H

+

2

and 5 mA of H

+

3

ions produced by the ion source. The input distribution at the

start of the section were taken from 2D matching simulations

of the LEBT. The voltage pulse on the deflection plates was

taken from measurements of the pulse generator.

The geometry of the chopper system was included in the

solution of the electric field of the proton beam. Simulations

were made using a mesh of 2.5 mm in each direction dis-

tributed on 10-20 processors of the CSC cluster "Fuchs" [9].

Figure 6 shows the particle distribution at a time step

during the fall time of the voltage pulse. The beam is swept

over an aperture of 20 mm radius. Both the H

+

2

and the H

+

3

ions are deflected too strongly, so that only particles in the

flanks of the pulse are transmitted into the following section.
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Figure 6: Snapshot of the chopper simulation, 50 mA proton

beam (blue), 5 mA H

+

2

(red) and 5 mA (green).

Transmission of the proton beam through the aperture is, by

design, 100%.

Simulations show, that the design flat-top pulse length of

50 ns can be reached with low beam offset below ±0.3 mm.

The total pulse length is 350 ns. A large fraction of the pulse

flanks has considerable position offset and will be collimated

at the RFQ entrance. However, it was found, that the long

pulse length compared to the flat top helps to mediate the

effect of longitudinal broadening of the pulse by space charge

forces compared to (theoretical) pulses of more step-wise

distribution.

CONCLUSION AND OUTLOOK

The dynamics of space charge compensation has been

studied for some geometrically simple systems using a

Particle-in-Cell code developed at IAP. For a system without

any magnetic field, a thermal distribution of compensation

electrons has been found. Furthermore, the code has been

used extensively for the investigation of the E×B chopper

concept including space charge.

Additionally, bender is in use for several other projects,

including simulation of beam injection into a figure-8 stor-

age ring [13], beam dynamics in CH cavities, simulation

of electron beams in an electron lens for the IOTA ring at

Fermilab [14] and simulation of plasma dynamics in Gabor

lenses [15].
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NOISE AND ENTROPY IN NON-EQUIPARTITIONED PARTICLE BEAMS
I. Hofmann and O. Boine-Frankenheim

GSI Helmholtzzentrum für Schwerionenforschung GmbH, Planckstr.1, 64291 Darmstadt, Germany
Technische Universität Darmstadt, Schlossgartenstr.8, 64289 Darmstadt, Germany

Abstract
The numerical noise inherent to particle-in-cell (PIC) sim-

ulation of 3d high intensity bunched beams in periodic fo-
cusing is explored on the basis of the rms entropy model
by Struckmeier and of simulations with the TRACEWIN
code using linac relevant parameters. Starting from noise
in a matched equilibrium beam and its dependence on grid
and particle number we explore the relevance of this noise
under dynamical situations. The cases under study are fast
emittance exchange; an initially mismatched beam; slow
crossing through space charge structure resonances. We find
that an effect of the equilibrium noise can be retrieved in a
dynamical case, if the process is evolving sufficiently slowly.

INTRODUCTION
In this paper we deal with the numerical noise generated

by the discreteness of the spatial grid used for the Poisson
solver as well as the effect of artificial collisions due to using
highly charged super-particles. In simulation of extended
plasmas this type of noise received attention since the 1970’s,
when interest in this field was growing in parallel with the
performance of numerical computation.
More recently, the interest has revived to get a quantita-

tive understanding of this noise in the field of high intensity
beam simulation, where numerical noise may play a role
for long-term simulation. In this context new interest was
found in the analytical modelling of noise and the associated
entropy growth based on the rms entropy model by Struck-
meier [1, 2]. It is based on second order moments of the
Vlasov-Fokker-Planck equation and assumes that collisional
behaviour and temperature anisotropy can drive rms emit-
tance growth, which is used to define an rms entropy growth.
The associated noise and entropy growth in 2d beams - the
transverse 4d phase space - is studied in a recent paper by
Boine-Frankenheim et al. [3]. A companion paper by Hof-
mann et al. [4] deals with the rms entropy model and noise
in 3d short bunches - in 6d phase space - with particular
emphasis on linear accelerator applications. Some results
of the latter are reviewed in the following section.

REVIEW OF ENTROPY AND NOISE
THEORY

The basic equation for the rms entropy growth is based
on the idea that the change of the six-dimensional rms emit-
tance defined as product of individual plane rms emittances,
ε6d ≡ ε xε y ε z , is a suitable measure for rms entropy growth,
hence the system noise. The resulting relative change of rms

emittance is given by:

1
k
∆S =

∆ε6d
ε6d

= ∆s
k
?

f

3
(IA + IGN ) (1)

with a term related to temperature anisotropy,

IA ≡ *
,

(Tx − Ty )2

Txy
+

(Tx − Tz )2

Txz
+

(Ty − Tz )2

Tyz

+
-
, (2)

k
? the dynamical friction coefficient and IGN describing an

offset explained as grid noise in connection with the periodic
focusing (see Ref. [4]).
We consider a periodic FODO lattice of 1000 cells with

symmetrically arranged rf kicks. The zero current phase
advance per cell of this lattice is assumed to be k0 = 60◦
in x, y, z with equal emittances in all three directions. The
beam is matched for a Gaussian distribution and the current
is chosen such that the tune depression is k/k0 ≈ 0.55. The
envelopes obtained with the TRACEWIN code are shown
in Fig. 1:

Figure 1: Basic cell of periodical FODO lattice with rf gaps.

The alternating focusing causes a strong modulation and
local imbalance of "temperatures". According to Eq. 2, with
more details in Ref. [1], this purely collisional effect is as
source of entropy growth, which is amplified by grid heating
effects Ref. [4]. Following Ref. [4], results for the relative
growth of ε6d are shown in Fig. 2 as function of nc and for
different N . The ncx,y,z are understood as half number of
cells between the maximum grid extent values of ±3.5σ.
Beyond, the mesh is replaced by an analytical continuation
for the space charge potential based on a Gaussian core of
identical rms size. We note that the number of space charge
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Figure 2: Relative growth of ε6d in FODO lattice of Fig. 1
for N=16.000/32.000/128.000, as function of the number of
grid cells in x, y, z.

steps per lattice cell has been chosen here as 15 (10/m in
TRACEWIN). Also, the option "linear interpolation" (on
the grid) is chosen.
Note that nc = 7 implies only two grid points per 1σ

of the Gaussian profile. This can explain the steeply rising
noise or "grid heating" for less resolution, with only small
differences between numbers of particles. All three cases
show that an optimum value of nc exists, where the noise
is minimum. It is the higher the larger N . The increase of
∆ε6d/ε6d above the optimum nc is most pronounced for the
case N=16.000, where an estimate shows that the number
of simulation particles per grid cell is only as low as approx-
imately 1 for nc = 16, which explains the strong rise of the
noise. It is also seen that large N is efficient only if the grid
resolution is sufficiently large. For N=128.000 the gentle
increase of the noise when rising above nc = 10 might be
indicative of an increase of the Coulomb logarithm with
higher resolution of the colliding charges.

In summary, for N ≈ 105 and amatched equilibrium beam
at moderate space charge tune depression of about 50% an
optimum nc ≈ 8...10 exists. In the following we explore
to what extent the initial equilibrium noise level is relevant
for describing dynamical situations driven by mismatch or
resonances. This is obviously a complex discussion, and the
following examples can only be a first attempt.

EMITTANCE EXCHANGE AND NOISE

In linear accelerators it is understood that collision effects
between real particles play no role, and emittance exchange
can only occur due to resonant processes. For our discussion
of simulation beams and the understanding of noise, it is
nonetheless of interest to first explore the role of grid and
collision noise in a case of anisotropy, but unaffected by
resonances.

Grid and Collision Noise
Anisotropy as source of emittance exchange can be stud-

ied by choosing initially different emittances. We consider
a Gaussian distribution function, N = 16.000, and com-
pare small and larger values of nc . In the first example
of Fig. 3 we assume nc = 10. An initial anisotropy with

Figure 3: Rms emittances for nc = 10 (top) and nc = 3
(center); and stability chart (bottom, colour scale indicating
theoretical rates of emittance change) for grid resolution
nc = 10.

ε z/ε x,y = 2 is assumed for zero current phase advances
k0x,y,z = 52◦/52◦/60◦, with corresponding initial space
charge depressed tunes of kx,y,z ≈ 21◦/21◦/37◦. The slight
splitting of zero current tunes between z and x, y is cho-
sen in the example to avoid the resonant coherent emittance
exchange by the kz/kx,y ≈ 1 resonance. The pronounced
collisional effect leads to a shrinking longitudinal emittance,
while the transverse emittance (average of ε x and ε y ) grows.
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It is expected from collisional behaviour - and consistent
with Eq. 1 that the different temperatures of the ensemble
relax towards an equipartitioned equilibrium. Note that the
footprint of tunes in the bottom chart of Fig. 3 is taken over
the 1000 periodic cells and entirely in the resonance-free
region (few points exceeding kz/kx,y = 2 are caused by
jitter only). The dashed (red) arrow in this chart marks the
time evolution along the lattice.

Following Fig. 2, the noise level for a poor grid resolution
nc = 3 is close to that for nc = 10 - only about 30% higher.
The corresponding result - with parameters otherwise identi-
cal with Fig. 3 - is shown in the bottom graph of Fig. 3. This
case is dominated by grid heating to the effect that all emit-
tances increase. The increment of ε6d is about comparable.
This indicates the different nature of noise from grid heating
and collisional heating in particular for anisotropic beams.

Resonant Exchange and Noise
Here we take again ε z/ε x,y = 2, but remove the splitting

of tunes and assume k0x,y,z = 60◦/60◦/60◦, with corre-
sponding kx,y,z ≈ 26◦/26◦/35◦. We first use the larger
N = 105 to keep collisions at a low level and assume nc = 6,
which is close to the bottom noise level of Fig. 2. Results
are shown in the top of Fig. 4. It is noted that a rapid par-
tial emittance exchange occurs during less than the first 20
cells. It is caused by the kz/kx,y = 1 resonance, which is
driven by the space charge octupole [5]. This process is so
fast that a noise effect should not be expected. This is con-
firmed by a comparison with the same calculation carried
out with N as low as 103 in the center of Fig. 4. In spite of
the much stronger noise effect for N = 103 the fast resonant
exchange is practically unchanged and thus not influenced
by the noise. It is followed by a collisional emittance ex-
change until complete equipartition and, beyond this point,
a continuing growth of both emittances.

INITIALLY MISMATCHED BEAMS
Here we refer to mismatch as one of the sources of halo

formation and beam loss in high current linacs. In the follow-
ing example we assume parameters (before mismatch) as for
Fig. 2, with N = 105 and a large initial envelope mismatch
by a factor M M = 1.6 in all planes. It is known that under
the repeating action of mismatch oscillations particles are
resonantly driven into a beam halo. In Fig. 5 we show the
resulting 99.9% emittances in x, y, z (top) and ε6d (center)
for a case with nc = 6, which indicates the rapid conversion
of mismatch into a halo population within about 50 periods.
As quantitative measure for the transport into the halo region
we also plot the percentage of particles, which are detected
outside a radius of 5 mm after period 1000 (MM=1.6 and
MM=1.2/1.2/1.6), where this radius marks the beam edge
(99.9% of particles) in the absence of mismatch (MM=1).
The percentage of particles into halo is seen to be practically
insensitive to the grid resolution - even for the strong grid
heating case nc = 3. This is not unexpected in view of
the rapid halo formation process. The early behaviour of

Figure 4: Resonant case: rms emittances for N = 105(top)
and N = 103 (center); and stability chart (bottom, for N =
105).

ε6d is dominated by the coherent mismatch oscillations and
becomes noise- or entropy-like only after about 200 cells.

RESONANCE DRIVEN EMITTANCE
GROWTH

In contrast with the preceding examples of "fast processes"
we study here the behaviour for slow resonant processes by
relatively slow crossing of low order resonances driven by
space charge multipoles.

90◦ → 60◦ Tune Scan
For a beam as used in Fig. 2 and with N = 105 we now

assume a tune scan from k0x,y,z = 90◦/90◦/60◦ to k0x,y,z =
60◦/60◦/60◦ over 500 cells between cell 100 and 600 as
shown in Fig. 6. Note that this scan leads to a scan of the
rms value kx,y from approximately 55◦ → 35◦. We note
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Figure 5: Mismatch action (MM=1.6) on ε99.9% (top), ε6d
(center) and percentage of particles into halo (R > 5 mm)
as function of nc (bottom).

that the rms value of kx,y is crossing the value 45◦ at about
cell 300. This indicates the center of a resonant stopband
due to 4 × 45 = 180◦, possibly also 8 × 45 = 360◦ (see
also Ref. [6]), for which there is an indication in the density
probability plot. In Fig. 6 we show the x-density probability
as well as the halo percentage into R = 5 and R = 10 mm
apertures.
Comparing with the case N = 128.000 in Fig. 2 we sug-

gest that the grid heating regime for small nc is reflected in
the halo percentage. However, in the region 6 ≤ nc ≤ 10
the (collisional) noise is practically not increasing, while the
halo percentage rises by almost a factor of 3 (R = 5 mm).
This rise is nearly unchanged, if we increase N to 106.

This result seems to indicate that for a slowly occurring
resonance crossing the constancy of the noise level in equi-
librium - with regard to rising nc - is not a guarantee that the
percentage of particles into the halo is properly described
by the simulation. Instead, it seems that a larger nc and thus
higher accuracy in space charge potential calculation gives
a more reliable prediction of the halo population.

Figure 6: x-density probability (top) and percentage of par-
ticles into halo (R > 5/10 mm) as function of nc (bottom),
for nc = 7.

90◦ Stop-Band Crossing
A much stronger type of space charge resonance occurs

in the vicinity of the 90◦ stop-band. The condition 4 ×
90 ≈ 360◦ gives rise to resonance with the space charge
pseudo-octupole as was shown experimentally [7], whereas
theoretically also the so-called envelope instability (with
2 × 90◦ ≈ 180◦) might occur near this condition [6]. This
crossing is realized in the simulation by a scan from k0x =
105◦ → 88◦ during 1000 cells and fixed k0y,z = 105◦/60◦
as shown in Fig. 7 for N = 128.000 and nc = 6. The initial
(rms) depressed tunes are kx,y,z = 91.5◦/91.5◦/49◦. The
4-th order resonance results in trapping of particles in four
islands. This process becomes visible already after the first
few cells and leads to their increasing separation from the
core. Their separation as well as their rotation in the x − x ′

phase are also identified in the x-density profile.
Increasing the grid resolution to nc = 12 we have found,

however, a significant deviation. There is no longer a void
between core and islands, and more particles get extracted
from the core. The x − x ′ plot at 570 m actually indicates
a strong presence of an envelope mode, which breaks the
four-fold symmetry in the previous example. We attribute
it to the envelope instability, which - surprisingly - was not
found in the simulation with nc = 6. The associated core
oscillation is also visible in the x-density profile. We found
that plotting ε x,53%, the emittance of an ellipse including
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Figure 7: Tune scan (top), x − x ′ phase space plots (center)
and x-density profile (bottom) for nc = 6.

53% of the particles, is a practical measure as it is chosen
to include a fraction of particles trapped in the islands. Re-
sults as function of nc and for different N are summarized
in Fig. 9 in terms of the growth in ε x,53%, including cases,
which have been evaluated only until cell 600. The results in-
dicate a "jump" in the behaviour for nc > 6, independent of
N . Apparently the additional feature occurs only subsequent
to the development of the islands and thus becomes visible
beyond approximately 600 cells. We cannot at present ex-
plain this behaviour as it is not obvious why a lower order
resonance mode - the envelope mode - should appear only
for higher nc . A possible explanation might be the degrada-
tion of grid resolution in the core, while the grid cells grow
with increasing distance of the islands from the center. Also,
the envelope instability is growing exponentially from noise
level - assuming an initially envelope matched beam - which
makes this a noise sensitive process.

Figure 8: x − x ′ phase space plots (top), x-density profile
(center) and ε x,53% for nc = 12.

CONCLUSION
We have explored the validity of the 6d rms emittance

concept as measure for beam entropy growth driven by grid
and collision induced noise, in particular under dynamical
conditions beyond equilibrium. We find that noise only mat-
ters for sufficiently slow processes - fast emittance exchange
or mismatch evolution is insensitive to it. For slow reso-
nances, on the other hand, the equilibrium noise optimum
at moderate resolution is not necessarily sufficient. In our
examples higher grid resolution appears advantageous to
resolve complex higher order resonance behaviour. These
examples justify more work to be done in order to develop
practically useful guidelines.
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Figure 9: Comparison of maximum values of ε x,53% for
different N as function of grid resolution.

[3] O. Boine-Frankenheim, I. Hofmann, J. Struckmeier and S.
Appel, Nuclear Instruments and Methods in Physics Research
A 770, 164 (2015.)

[4] I. Hofmann O. Boine-Frankenheim, to be published in Phys.
Rev. ST Accel. Beams (2014).

[5] I. Hofmann, G. Franchetti, O. Boine-Frankenheim, J. Qiang,
and R. D. Ryne, Phys. Rev. ST Accel. Beams 6, 024202
(2003).

[6] I. Hofmann, L.J. Laslett, L. Smith and I. Haber, Part. Accel.
13, 145 (1983).

[7] L. Groening et al., Phys. Rev. Lett. 102, 234801 (2009).REFERENCES
[1] J. Struckmeier, Phys. Rev. E 54, 830 (1996).

[2] J. Struckmeier, Phys. Rev. ST Accel. Beams 6, 034202 (2000).

WEO4LR03 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

314C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Linacs



RADIO FREQUENCY QUADRUPOLE FOR LANDAU DAMPING IN 
ACCELERATORS: ANALYTICAL AND NUMERICAL STUDIES 

A. Grudiev, K. Li, CERN, Geneva, Switzerland 
M. Schenk, University of Bern, Bern, Switzerland 

Abstract 
It is proposed to use a radio frequency quadrupole 

(RFQ) to introduce a longitudinal spread of the betatron 
frequency for Landau damping of transverse beam 
instabilities in circular accelerators. The existing theory of 
stability diagrams for Landau damping is applied to the 
case of an RFQ. As an example, the required quadrupolar 
strength is calculated for stabilizing the Large Hadron 
Collider (LHC) beams at 7 TeV. It is shown that this 
strength can be provided by a superconducting RF device 
which is only a few meters long. Furthermore, the 
stabilizing effect of such a device is proven numerically 
by means of the PyHEADTAIL macroparticle tracking 
code for the case of a slow head-tail instability observed 
in the LHC at 3.5 TeV. 

INTRODUCTION 
In accelerators, the effect of Landau damping [1] 

provides a natural stabilizing mechanism against 
collective instabilities if the particles in the beam have a 
small spread in their natural (betatron or synchrotron) 
frequencies, see for example [2] and references therein. If 
the spread introduced by non-linearities naturally present 
in an accelerator is too small, a dedicated non-linear 
element is added to the system.  For example, in LHC [3], 
84 focusing and 84 defocusing (arranged in 16 families – 
two per sector), 0.32 m long superconducting magnetic 
octupoles is used to introduce a betatron frequency spread 
for Landau damping of the dipole modes. The LHC 
octupoles have been successfully used to stabilize the 
beams up to the energy of4 TeV at which LHC has been 
operated so far [4]. The effect of the transverse spread 
however, reduces as the transverse geometrical beam 
emittance decreases at higher energies due to adiabatic 
damping. 

Recently [5], it has been proposed to use an RFQ to 
introduce a longitudinal spread of the betatron frequency 
for Landau damping of the transverse collective 
oscillations. The basic idea is to use the harmonic 
dependence of the quadrupolar focusing strength of the 
RFQ on the longitudinal position of the particles in the 
bunch. It has been shown that in high energy accelerators, 
the longitudinal spread is more effective than the 
transverse one due to the longitudinal emittance of the 
beam being much larger than the transverse one. The 
higher efficiency of the longitudinal spread for Landau 
damping allows for a compact, only a few meters long, 
RF device based on several 800 MHz superconducting 
cavities operating in a TM quadrupolar mode to provide 
the same functionality as the LHC octupoles whose total 
length is about 56 m. In this paper, the work presented 

in [5] is summarized and the first results on the 
implementation of the RFQ in the PyHEADTAIL 
macroparticle tracking code and on the simulation of its 
stabilizing effect on a slow transverse head-tail instability 
observed in LHC at 3.5 TeV [4] are reported. 

RFQ FOR LANDAU DAMPING 
For an ultra-relativistic particle of charge q and 

momentum p traversing an RFQ along the z-axis at the 
time moment t, the transverse kick in the thin-lens 
approximation is given by  

tyxpk yx ωcos )(2 uup +−=Δ ⊥ ,    (1) 

where ω is the RFQ frequency, uα is the unit vector along 
the α coordinate and k2 is the amplitude of the normalised 
integrated quadrupolar strength 

( )  −=
π

ω ϕϕ
π

2

0 0

2 cos  
1 ddzecBE
rpc

qk
L

czj
yx

,   (2) 

where c is the speed of light, L is the length of the RFQ 
and [r, φ, z] are cylindrical coordinates. Assuming that the 
bunch centre (z = 0) passes the thin-lens RFQ at t = 0, the 
substitution t = z/c gives the dependence of the 
quadrupolar strength along the bunch. Substituting this 
dependence in the expression for the betatron frequency 
shift due to quadrupolar focusing yields the expression for 
the variation of the betatron frequency (so-called 
detuning) along the bunch 

)/(cos
4 2

0
,, czkyxyx ω

π
ωβω ±=Δ ,   (3) 

where ω0 is the revolution frequency and βx,y are the 
horizontal and vertical beta functions, respectively. 
Taking into account that cos ωz/c can be approximated as 
~1-(ωz/c)2/2 for small arguments and < z2 > = σ2

z Jz/εz 
after averaging over the synchrotron period Ts, one can 
derive the expression for the variation of the betatron 
frequency in terms of the longitudinal action Jz 
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where σz  and εz are the RMS bunch length and the 
longitudinal emittance, respectively. Equation (4) is 
composed of two terms. The first one is a constant 
betatron frequency shift which, if necessary, can be 
compensated by a static magnetic quadrupole. The second 
term describes the incoherent spread required for Landau 
damping. It is used to estimate the integrated quadrupolar 
strength amplitude needed to stabilize a transverse 
instability with a coherent betatron frequency shift 
ΔΩcoh

x,y according to the following condition 
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which is based on applying the generalized theory of 
stability diagrams for Landau damping [6] to the case of 
an RFQ. 

According to the Panofsky-Wenzel theorem [7], an 
RFQ also causes a change of the longitudinal momentum 
depending on the transverse and longitudinal coordinates 
of a particle in the bunch. This leads to a transverse 
spread in the synchrotron frequency. However, for the 
LHC, this transverse spread is found to be negligible 
compared to the longitudinal spread due to the large 
difference between the transverse and longitudinal 
emittances. 

For illustration, a design of an RFQ device with the 
same functionality as the LHC octupoles has been 
proposed. From Eq. (5), the required quadrupolar strength 
is expressed as 

2

,0

,

2

2
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zyx
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yxk

σ
λ

βωπ
.       

Its value k2 = 1.4·10-5 m-1, required for Landau damping 
of a coupled bunch mode with the coherent betatron 
frequency shift of ~0.0002ω0, is calculated for nominal 
beam parameters of the LHC at 7 TeV [3]: σz = 0.08 m 
and beta functions of 200 m at a potential location in IR4 
near the main RF system. An RFQ wavelength of 
λ = 0.375 m, i.e. RFQ frequency of 800 MHz is chosen, 
which is the second harmonic of the main RF frequency 
and for which the bunch still fits in the RFQ bucket as 
4σz = 0.32 m < λ. On the other hand, the normalised 
quadrupolar strength of a cylindrical 800 MHz 0.15 m 
long pillbox cavity operating in a TM quadrupolar mode 
is calculated from the complex electromagnetic field map 

obtained numerically using the code HFSS [8]. In Fig. 1, 
the distribution of the magnetic field in the transverse 
plane of the cavity is shown for illustration. The strength 
value per cavity is determined to be k2 = 6·10-6 m-1, given 
the maximum values of 46 MV/m and 120 mT for 
respectively the electric and magnetic fields on the cavity 
surface. Taking this value as a maximum that can be 
achieved in one cavity due to limitations on the surface 
fields coming from an RF superconductivity quench or an 
electrical discharge in vacuum [9], the total number of 
cavities needed can be determined to be three. Adding the 
same factor two margin as for the LHC octupoles, we 
conclude that six cavities with a total active length of less 
than a meter can provide the same Landau damping as the 
56 m of LHC magnetic octupoles at a nominal current of 
500 A. The whole RFQ device, including the RF power 
couplers and the coupler for lower, same and higher order 
parasitic modes suppression could be integrated in a 
single few meters long cryostat. 

NUMERICAL STUDIES AND RESULTS 
The performance of an RFQ with the design parameters 

given in the previous section is evaluated numerically for 
the LHC by means of PyHEADTAIL, a macroparticle 
tracking code under development at CERN and successor 
of the well-established HEADTAIL code [10]. Amongst 
others, this software allows to study the formation of 
collective instabilities in circular accelerators and to 
evaluate appropriate methods for their mitigation.  

The PyHEADTAIL model assumes linear periodic 
transport from one section to another along the 
accelerator ring in the transverse and longitudinal planes. 
All the impedances are lumped in a single point where 
they are adequately weighted by the corresponding beta 
functions. Macroparticle bunches are initialised and 
tracked through the ring via the concatenation of linear 
periodic maps and wakefield kicks. After each linear 
transport, the effect of chromaticity, i.e. the variation of 
the betatron tune with the relative momentum deviation 
∆p/p, is applied by changing the individual phase advance 
of every single macroparticle in the bunch (incoherent 
detuning). The amplitude detuning caused by magnetic 
octupoles [11] possibly installed in the accelerator as well 
as the detuning introduced by an RFQ (Eq. (3)) are 
implemented in the same manner. 

For the numerical study, an LHC case was identified 
for which experimental data are available to make direct 
validation of the simulation results possible. The chosen 
study case is a single-bunch horizontal slow head-tail 
instability, which has been observed during LHC 
commissioning at an energy of 3.5 TeV [4]. It has been 
shown experimentally that this instability is fully 
suppressed by means of the magnetic octupoles installed 
in the LHC. These devices have the sole purpose of 
introducing an incoherent betatron tune spread for beam 
stabilization through the process of Landau damping [11]. 
The octupolar strength, and hence the tune spread, are 
controlled by the electric currents If and Id in the focusing 

Figure 1: Magnetic field distribution in the transverse
plane of the TM quadrupolar mode cavity of the RFQ. 
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and defocusing octupole magnets, respectively. 
Experiments have shown that the threshold value for the 
mitigation of the abovementioned instability lies between 
Id = -If = 10 A and Id = -If = 20 A. 

Before studying the RFQ, the experimentally observed 
beam stabilization achieved using the octupole magnets 
and the threshold values for If and Id are reproduced with 
PyHEADTAIL simulations. The LHC machine and beam 
parameters used for this study are summarized in Tab. 1. 
The wakefield kicks are calculated from wake tables 
computed from the latest version of the LHC impedance 
model [12]. To simplify the analysis, only the dipolar 
wake components are considered. It has been verified that 
including the quadrupolar terms does not significantly 
change the outcome of the simulations. Due to the 
comparatively low growth rate of the observed instability 
with rise times of the order of several seconds, the bunch 
is tracked over a total number of 300 000 turns which 
corresponds to a time range of 27 s in the LHC. The 
bunch is composed of one million macroparticles which 
was shown from convergence studies to be sufficient to 
yield accurate results. 

Table 1: Main Parameters Used in the PyHEADTAIL 
Simulations to Reproduce the Experimental Observations 
Made in LHC. 

Parameter Value  
Beam energy E 3.5 TeV 
Beam intensity Nb 1.05·1011 p/b 
RMS bunch length σz 0.06 m 
Norm. horizontal emittance εx 3.75 µm 
Horizontal chromaticity Q’x 6 
Nb. of macroparticles  106 p/b 
Nb. of turns  3·105 turns  

 
  

Figure 2 shows the incoherent betatron tune spectrum 
originating from amplitude detuning caused by the LHC 
octupole magnets at an electric current of Id = -If = 20 A 
and using the machine and beam parameters defined in 
Tab. 1. The spectrum is obtained from PyHEADTAIL 
simulations incorporating purely linear betatron and 
synchrotron motion together with the detuning effect of 
the LHC octupole magnets. The spectral analysis is 
performed using the SUSSIX code [13]. The shape and 
distributions of the betatron tune spectrum can be fully 
understood from the amplitude detuning formula given 
in [11]. 

 
Figure 3 shows the outcome of the PyHEADTAIL 

simulations using the parameters in Tab. 1. The horizontal 
bunch centroid position versus the number of turns is 
plotted for four different values of the electric currents If 
and Id in the octupole magnets. In case the octupoles are 
switched off (grey curve), a very clean instability is seen 
with an exponential amplitude growth of the horizontal 
bunch centroid motion. The frequency analysis of this 
motion reveals a mode m = -1 instability, in agreement 
with what has already been determined from experimental 
data [4]. As can be seen in Fig. 3, starting from electric 
currents of Id = -If = 8 A (blue) in the octupole magnets, 
the growth rate of the instability decreases. This is a result 
of Landau damping setting in, i.e. the incoherent betatron 
tune spectrum introduced by the octupole magnets 
becomes wide enough to overlap with the frequency of 
the coherent (unstable) mode. At values of Id = -If = 8 A 
and Id = -If = 12 A (green) however, Landau damping is 
not yet sufficient to fully suppress the instability. This can 
only be achieved when setting the electric currents to a 
value of Id = -If = 20 A (red) or higher. The stabilization 
threshold has been cross-checked with stability diagram 
theory for magnetic octupoles, yielding Id = -If = 18 A. 

The excellent agreement of the results obtained from 
experimental data, PyHEADTAIL simulations and 
stability diagram theory proves a solid understanding of 
the observations made. The fact that the instability is 
cured unambiguously through the process of Landau 
damping makes it an ideal case to study the effect of an 

 

Figure 2: Incoherent betatron tune spectrum Qy vs. Qx 
(tune footprint) introduced by the presence of the LHC 
octupole magnets at Id = -If = 20 A and using the beam 
parameters given in Tab. 1. 

 
Figure 3: Horizontal beam centroid position vs. number of 
turns as obtained from PyHEADTAIL using the 
parameters in Tab. 1. Results are shown for various 
electric currents in the LHC octupole magnets. 
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RFQ on beam stabilization. In the following, the 
incoherent betatron tune spectrum originating from the 
presence of an RFQ is shown and explained first. 
Afterwards, the octupole magnets used to obtain the 
results presented in the previous paragraphs are replaced 
by an RFQ to evaluate its performance in comparison. 

Similarly to octupole magnets, the detuning caused by 
an RFQ leads to an incoherent betatron tune spectrum 
with a certain spread and distribution characteristic for 
the chosen parameters of the beam and of the device and 
its location in the accelerator. An example is shown in 
Fig. 4 for the machine and beam parameters given in 
Tab. 1. The beta functions at the location of the RFQ are 
chosen to be 200 m for reasons explained in the previous 
section. The RFQ frequency is fixed to 800 MHz. The 
shape and distributions of the betatron tune spectrum can 
be understood from the detuning formula in Eq. (4). First, 
as opposed to what is observed when using magnetic 
octupoles (Fig. 2), the tune shifts ∆Qx and ∆Qy induced by 
an RFQ are fully correlated as there is only one 
independent variable Jz. The tune shift ratio ∆Qy/∆Qx is 
defined by the negative ratio of the beta functions -βy/βx at 
the location of the RFQ. Second, compared to the spectra 
resulting from magnetic octupoles, the projection 
histograms in Fig. 4 show much more asymmetric 
distributions with the betatron tunes of the majority of 
macroparticles shifted away from the original main tune 
of the accelerator (black dashed lines). This asymmetry is 
expected for the case where λ > σz, i.e. the approximation 
in Eq. (4) holds. Since the longitudinal phase space 
distribution is chosen to be Gaussian and centred about 
zero longitudinal action Jz = 0, a large fraction of the 
particles in the beam experience only the constant 
betatron tune shift, i.e. the first term in Eq. (4). On the 
other hand, there is only a small number of particles with 
a large longitudinal action Jz whose tune shift is 

dominated by the second term in Eq. (4). In case the 
approximation does not hold, i.e. if λ ≤ σz, the incoherent 
tune spectrum will become more symmetric and uniform. 

Figure 5 shows the horizontal bunch centroid position 
versus the number of turns with and without the presence 
of the RFQ. Similarly to what has been found for the 
octupole magnets in Fig. 3, starting from an RFQ strength 
of k2 = 6.2·10-6 m-1 (blue), the growth rate of the 
instability decreases, indicating the presence of Landau 
damping. Again, at moderate RFQ strengths of 
k2 = 6.2·10-6 m-1 and k2 = 6.8·10-6 m-1 (green), Landau 
damping is not sufficient to prevent the instability from 
evolving. Only by increasing the strength to a value of 
k2 = 7.8·10-6 m-1 or higher, the instability can finally be 
fully damped. At the given beam energy of 3.5 TeV, this 
strength can be provided by a single superconducting 
cavity of the kind described in the previous section. A 
comparison of the simulation outcomes presented in 
Fig. 3 and 5 shows that similarly to octupole magnets, an 
RFQ can indeed be used for beam stabilization through 
Landau damping. 

CONCLUSION 
It has been shown that an RF quadrupole introduces a 

longitudinal spread of the betatron frequencies which can 
be used for Landau damping of the transverse coupled 
bunch instabilities. As an example, the required strength 
of the RFQ providing the same functionality as the LHC 
magnetic octupoles has been calculated. Furthermore, a 
possible implementation of the RFQ using a set of 
superconducting cavities in one few meters long cryostat 
has been shown. To evaluate numerically the performance 
of such a device and its effect on the stabilization of 
transverse beam instabilities, the macroparticle tracking 
code PyHEADTAIL has been used. A thoroughly 
analysed and well-understood LHC case at 3.5 TeV 
served to prove numerically that the RFQ can, similarly to 
octupole magnets, generate the necessary incoherent 
betatron tune spread to provide sufficient Landau 
damping to fully stabilize the beam. 

 

Figure 4: Incoherent betatron tune spectrum Qy vs. Qx 
(tune footprint) introduced by the presence of an RFQ at a 
strength of k2 = 7.8·10-6 m-1 and using the beam 
parameters given in Tab. 1. 

 

Figure 5: Horizontal beam centroid position vs. number of 
turns as obtained from PyHEADTAIL using the 
parameters in Tab. 1. Results are shown for various 
strengths k2 of RFQ cavities operating at 800 MHz. 
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NEW PSB H− INJECTION AND 2 GeV TRANSFER TO THE CERN PS
W. Bartmann, J.L. Abelleira, B. Balhan, E. Benedetto, J. Borburgh, C. Bracco, C. Carli, V. Forte,
S. Gilardoni, G.P. Di Giovanni, G. Gräwer, B. Goddard, K. Hanke, M. Hourican, A. Huschauer,

M. Meddahi, B. Mikulec, G. Rumolo, L. Sermeus, R. Steerenberg, G. Sterbini, Z. Szoke,
R. Wasef, Y. Wei, W. Weterings, CERN, Geneva, Switzerland

Abstract
At CERN Linac4 is being commissioned as first step in

the LHC injector upgrade to provide 160 MeV H− ions. In
order to fully deploy its potential, the PSB conventional
multiturn injection will be replaced by a charge exchange
injection. An expected brightness improvement of about
a factor 2 would then be difficult to digest at PS injection
due to space charge. Therefore the transfer energy between
PSB and PS will be increased at the same time from 1.4 to
2 GeV. This paper describes the new PSB injection system
and the status of its test stand. Modifications of the PSB
extraction and recombination septa and kickers in the transfer
line are shown. A new focussing structure for the transfer
lines to match the horizontal dispersion at PS injection and
the design of a new Eddy current septum for the PS injection
are presented.

MOTIVATION
The described CERN PS Booster (PSB) upgrades - un-

dertaken within the LHC injector upgrade (LIU) - aim at
providing brighter beams for the LHC after Long Shutdown
2 (LS2) and at preparing the beams for the High Luminosity
upgrade of LHC (HL-LHC) in Long Shutdown 3 (LS3).
The upgrade of the PSB injection has two main ingre-

dients. Linac4 will provide beams at 160 MeV instead of
the present beam energy of 50 MeV from Linac2. Con-
sidering the present incoherent space charge tune shift as
acceptable, the intensity which can be accumulated during
the multi-turn injection process can be doubled within a
given emittance [1].
The second important upgrade at injection is the change

from a conventional multi-turn injection of protons from
Linac2 to a charge exchange injection of H− from Linac4.
The injection of H− onto an already occupied phase space
area allows to better tailor the brightness of the various
beams used in the CERN accelerator complex. In addition,
the conventional multi-turn injection process is inherently
loss dominated due to the exploitation of a septum (40% loss
with respect to delivered intensity by Linac2). The septum
width together with the available aperture at PSB injection
also limits the number of injection turns to about 13. The
new H− injection will allow to significantly reduce the losses
per injection turn to the order of a few percent, dominated
by the stripping efficiency of the foil.
In Figures 1 and 2 the brightness limitations before and

after the upgrades are compared for the standard production
of the 25 ns LHC beam in the LHC injector chain [2] . Before
the upgrades of its injection system, the PSB represents the

limit in brightness of the LHC beams. After upgrading
the PSB with the potential factor two gain in brightness, the
injection into the PS would replace the PSB as the brightness
bottleneck in the accelerator chain. Thus, an increase of the
PS injection energy from 1.4 to 2.0 GeV is foreseen, which
shall give the possibility to increase the brightness by about
60% at PS injection. In order to reach the HL-LHC beam
requirements for after LS3, also upgrades concerning the
SPS beam loading are required [2].

Figure 1: Emittance as a function of intensity at SPS extrac-
tion for LHC beams after LS1.

Figure 2: Emittance as a function of intensity at SPS extrac-
tion for LHC beams with the foreseen upgrades of the LHC
injectors after LS2.
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PSB H− INJECTION
Presently the PSB injection performs first a splitting of the

Linac pulse into 4 beam lines which are vertically separated.
Further downstream these 4 beams are horizontally injected
into the 4 rings over several turns deploying a septummagnet
and a varying orbit bump. The present 50 MeV beam pulse
from Linac2 is deflected vertically along the pulse with dif-
ferent kick strengths separated by 100 ns from a staged kicker
system. The kicker system consists of 5 terminated magnets
which are energised by 5 PFN type generators operating at
28 kV. The first part of the pulse is not deflected and dumped
on a so-called head dump within the vertical septum magnet
tank. The flat part of the Linac pulse is then separated by
the kickers into 4 beamlets which are deflected by a vertical
steerer and three septum magnets onto the vertical position
of the PSB rings 1,2 and 4. The beam for ring 3 is deflected
only by the vertical steerer and passing in between the septa
without further deflection. The end of the pulse sees the
maximum deflection of the kicker system and is dumped on
the tail dump. The parts of the pulse which overlap with the
kicker rise-time are intercepted by scrapers protecting the
septum coils. However, these losses are about three orders
of magnitude smaller than the losses during the multiturn
injection process in the horizontal plane deploying a varying
bump and a septum magnet where about 40% of the injected
beam is lost.
The future kicker system has to cope with a 160 MeV

H− beamwhichmeans an increase of a factor 1.9 in magnetic
rigidity. In order to reach the required increase in integrated
magnetic field, the magnets are short circuited inside the
vacuum vessel. Since not only the beam rigidity but also
the possible number of injected turns will be increased and
consequently the required kicker pulse length, the beam
pulse from Linac4 will not be continuous but chopped to
provide gaps for the kicker field to rise. This allows for rise-
times of up to 2 µs without risking to sweep this part of the
beam over the downstream vertical septa allowing scrapers
to be omitted. The PSB straight section occupied presently

Figure 3: Configuration of the injection straight section.

by the horizontal injection septa, injection instrumentation
and one of the painting bumpers will be used to install a 4
magnet chicane bump, a foil handling system and related
instrumentation within a length of 2.564 m, Fig. 3. A dump
taking care of partially stripped or unstripped particles is

placed directly downstream of the fourth chicane magnet.
This dump is fully made of metallic components to reduce
as much as possible the number of interventions and thus,
the integrated radiation dose for personnel.

A chicane bump displaces the beam by a constant 46 mm
at the foil location, while a painting bump is used to vary
horizontally the orbit and angle offset of the beam at the
foil in order to paint in transverse phase space. Figure 4

Figure 4: Current decay in painting bumpers for different
beam types.

shows the current decay in the painting magnets for LHC
and high intensity beams, one turn corresponds to about 1
µs. The minimum number of required turns is defined by the
longitudinal painting, which requires about 40 turns [3]. The
maximum number of turns depends on the current delivered
by the Linac4 source. For the nominal source current of 80
mA, a maximum number of about 100 turns is sufficient to
reach the required target intensities. In case of 50 mA source
current, the number of required turns will increase to 150
which is the maximum possible pulse length for all injection
equipment. The transverse painting is optimised for each

Figure 5: Horizontal (blue) and vertical (red) emittance
evolution for ISOLDE fixed target beam during painting.

beam type. In case of LHC beams, no transverse painting
is taking place and only foil scattering is contributing to
emittance blow-up [4]. For high intensity beams, Fig. 5
and Fig. 6, the painting bump is reduced very quickly at the
beginning to move the injected beam away from the centre of
transverse phase space. When the injected beam has reached
the outer part of phase space an almost constant plateau of
the painting function with variable length is used to reach
the required number of injection turns.

After injection the chicane bump is reduced to zero within
5 ms. The varying bump height during the decay generates a
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Figure 6: Real space intensity distribution of ISOLDE fixed
target beam.

detuning of the machine. Two options of compensation were
studied, bending magnets with rectangular or sector edge
shape, with active or passive compensation. Even though
at injection there is higher risk to cross a vertical resonance
line, bending magnets with rectangular edge shape were
chosen together with an active compensation of the varying
edge focussing by trim power supplies. Also in case of sector
bends vertical edge focussing cannot be avoided due to the
varying beam angle with respect to the magnet edge during
painting and the values of the betatron functions at the trim
quadrupoles favour a correction of the vertical detuning [5].
Also multipole perturbations generated by Eddy currents
induced by the varying chicane field in the vacuum chamber
can be compensated [6].

Test Stand
The new injection equipment will be tested prior to com-

missioning in two test stands to be installed in Linac4. One
setup concerns a permanent installation of the H− stripping
foil [7], Fig. 7. It is foreseen to measure the stripping effi-
ciency at the percent level by measuring the beam current
before and after the foil with a current measurement resolu-
tion of 0.1 mA. A rough estimation of the emittance growth
due to foil scattering could be obtained by measuring beam
profiles with SEM grids. The rigidity of foils and the foil
holding mechanism can be tested as a function of many me-
chanical cycles. The foil control system and the foil–screen
interference interlock shall be commissioned. The operation
of this test stand shall start autumn 2015. The second test

Figure 7: Layout of stripping foil test stand between Linac4
PI-Mode Structure (PIMS) and main dump.

stand includes a temporary installation of half of the future
PSB H− injection chicane in the transfer line between Linac4

Figure 8: Cross section of the stripping foil unit design with
the foil exchange mechanism and a beam observation system
(BTV).

and PSB. The equipment inventory includes a stripping foil
and screen unit, Fig. 8, two chicane magnets with the in-
ternal dump and the H0/H− current monitor. In addition
there will be diamond and ionisation chamber beam loss
monitors, beam current transformers, an additional screen
and an external dump, Fig. 9. The full installation will be
enclosed by two vacuum valves. The aim of this test is to

Figure 9: Layout of second test stand in the Linac4 transfer
line with the external dump. Courtesy Jerome Humbert.

measure more precisely the stripping efficiency deploying an
H0/H− current monitor. The powering and controls of two
chicane magnets will be tested for current stability and inter-
locking. The aperture, temperature and pressure behaviour
of the internal H0/H− dump will be measured. Diamond loss
monitors should allow to measure secondary particles close
to the internal dump which allows to evaluate operational
conditions with respect to foil degradation. These tests are
foreseen to take place in 2016.

PSB-PS 2 GeV TRANSFER
The 2 GeV upgrade is required to keep the incoherent

space charge tune shift at PS injection below 0.31. The
higher injection energy is also beneficial for beams where
brightness is not the figure of merit, like high-intensity fixed
target (FT) beams. Those beams generate losses during the
injection process which can be reduced due to the smaller
beam size at 2 GeV. In order to further reduce the losses
generated by these beams, the transfer between PSB and PS
will be upgraded such that beams with different destinations
in the accelerator chain can be transferred with dedicated
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Figure 10: Optics functions from PSB ring 4 extraction to PS injection in the top part; present optics (thin lines) and
proposed high-intensity FT beam optics for the upgrade (thick lines). The bottom part shows the horizontal 3 σ beam
envelope for the present optics in light and for the proposed optics in dark shade. The grey line represents the physical
aperture.

optics settings in the transfer line, so called pulse-to-pulse
modulated operation. This flexibility in optics settings re-
quires to partly replace quadrupoles in the transfer line with
a laminated yoke design. These quadrupoles are not only
replaced but also re-arranged such that the present mismatch
in horizontal dispersion at PS injection can be suppressed.
Thus, a source of emittance blow-up in the LHC beam pro-
duction can be removed. Due to the small emittance of LHC
beams, the beam fits nicely in the line aperture. The main
difficulty in matching the optics for these beam types lies in
keeping the minimum beam size at least at the level of the
present optics to avoid space-charge effects in the line due
to the increased brightness with Linac4 beams after the PSB
upgrades.
In contrary to the LHC beams which are aimed to be

produced with highest possible brightness, the high-intensity
FT beams should be delivered with highest possible intensity
– as long as they can be produced at an acceptable loss level.
Due to the linear brightness behaviour of the PSB, the high
intensity beams have large emittances. Thus, a dedicated
optics for the FT beams aims at reducing the beam size in
the separation wall between PSB and PS where a particularly
long distance between quadrupoles leads to naturally high
beam sizes, Fig. 10. Also at the PS injection septum the beam
size was optimized with respect to the available aperture.
This FT optics leads to modifications of the PS injection
optics which requires additional quadrupoles in the PS.

Hardware Upgrades
All beam transfer elements between PSB extraction and

PS injection have to be upgraded to cope with 2 GeV beam
rigidities, while still accepting 1.4 GeV beam envelopes.
For the PSB extraction kicker the operating voltage can be

increased by 30%, but this will drive the field in the ferrite of
the end cells 10% above the saturation limit. Measurements
of the kick linearity have to be performed to validate the
existing kicker for 2 GeV.
For the first recombination kicker it is foreseen to build

a spare tank equipped with new magnets, install the new
unit and keep the old tank as a full spare. In the second
recombination kicker system, the magnets are charged with
the pulse forming line. The required voltage for 2 GeV is
very close to the magnet breakdown limit which means that
voltage conditioning of the magnets will be necessary. In
case of voltage breakdown problems, a system configuration
as for the first recombination kicker will have to be adopted.
The PSB extraction septa will have a reconfigured cool-

ing circuit and an increased bus-bar cross section to cope
with the increased Joule heating for the higher required cur-
rent. The recombination septa magnets will be rebuilt within
the same vacuum vessels. The instrumentation presently in-
stalled inside the septa tanks will be removed andmake space
for longer magnets. The cross section of these magnets can
remain the same [8].
The hardware of the PS injection has to be upgraded

for both, kicker and septum systems. Presently the septum
shares a short straight section in the PS with an injection
bumper magnet. This bumper will be integrated next to the
septum in the same vacuum tank. This allows increasing the
septum length to deal with the 30% increase in rigidity.

Instead of a pulsed direct drive septum as presently used,
an Eddy current septum option is being studied. Also the
bumper shall be of an Eddy current design, Fig. 11. The
improved robustness of the septum blade in case of an Eddy
current septum will be at the expense of a more complicated
powering scheme. The effect from the much slower decaying
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Figure 11: Assembly of PS injection Eddy current septum
and bumper magnet in common vacuum vessel.

Eddy current field with respect to the main field onto the
orbiting beam is studied together with an optimisation of
the injection bump. Particular attention is required for the
powering of the under vacuum injection bump magnet. Due
to the different magnet and powering design compared to the
remaining four bumper magnets, the injection bump may not
be perfectly closed and generates a beating of the machine
orbit during the injection process of a few hundred turns.
Measurements were performed to estimate the acceptable
orbit deviation and relate this value to a maximum delay
of the under vacuum bumper with respect to the bumper
magnets outside vacuum. The delay of one injection bumper

Figure 12: Peak-to-peak orbit variation for different delays
of one injection bumper. Measurement of beam position
in the ring (red), calculated beam position using real orbit
response from four bumpers (blue) and MADX simulation
(green).

was changed in steps of 10 µs and the peak-to-peak orbit
variation recorded from turn-by-turn position monitors. The
same situation was simulated with MADX. Figure 12 shows
a good agreement between measured and simulated data.
For delays within ±20µs the measurement is dominated by
the injection kicker flattop ripple.
The present PS injection kicker system allows to inject

LHC beams also at 2 GeV by short-circuiting the magnets.
However, this increases the kicker flattop ripple by about
10% compared to the terminated mode. Also, high-intensity

beams cannot be injected with short circuit mode due to
their shorter bunch spacing. For the upgrade it is foreseen to
either install a second kicker system 180o downstream of the
present injection kicker to compensate for the remaining kick
due to the increased beam rigidity, or to rebuild the existing
kicker system for the future rise-time and kick requirements.

SUMMARY
In order to fully deploy the beam brightness potential from

Linac4 H− beams at 160 MeV, major upgrades of the beam
transfer systems for PSB and PS are foreseen in LS2. The
conventional multi-turn injection system of the PSB will be
replaced by a charge exchange injection system. This shall
significantly reduce the losses at injection and allow for more
flexibility in tailoring target emittances for different beam
types. Preparations for a test stand to validate the required
equipment are ongoing with the aim for measurements in
2016.
In order to digest the beams from Linac4 and PSB, the

PS requires an increase in injection energy to reduce space
charge detuning. Consequently, all beam transfer elements
between PSB extraction and PS injection will be upgraded
for 2 GeV beams. The focussing structure in the transfer line
between PSB and PS will be modified in order to provide
dedicated optics settings for high brightness LHC and high
intensity fixed target beams.
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Abstract
For the production of the LHC type beams, but also for

the high intensity ones, the budget allocated to losses in the
CERN injector chain is maintained as tight as possible, in
particular to keep as low as possible the activation of the
different machine elements. Various beam dynamics effects,
like for example beam interaction with betatronic resonances,
beam instabilities, but also reduced efficiency of the RF
capture processes or RF noise, can produce losses even on
a very long time scale. The main different mechanisms
producing long term losses observed in the CERN injectors,
and their cure or mitigation, will be revised.

INTRODUCTION

The three synchrotrons forming the CERN LHC injector
chain, namely the PSB (PS Booster), the PS (Proton Syn-
chrotron) and the SPS (Super Proton Synchrotron), were
built in laps of time of about 20 years with the goal of pro-
viding the largest variety of beams to the physics user com-
munity, thus leading to the implementation of very versatile
machines. The PS was built as a sort of prototype machine
in the late 50s and it is the first proton synchrotron with
strong focusing ever operating [1]. The PSB was built to
increase the PS injection energy from the 50 MeV of the
Linac1 to 800 MeV. Then in the course of the CERN history,
the extraction energy was increased first to 1 GeV, then to
1.4 GeV [2] and finally it will be upgraded to 2 GeV [3], with
the goal of reducing the effect of direct space charge at PS
injection. For the very same reason, the injection energy of
the PSB is going to be increased from the 50 MeV of the
proton Linac2 to the future 160 MeV provided by the H−
Linac4. The last in the chain, the SPS, was built to produce
high intensity beams for fixed target physics [4], but then
was transformed first into a proton-antiproton collider, then
− as the PS − into a lepton injector for LEP, and finally − as
the PSB and the PS − is today operating as LHC injector.
All the three machines are producing two main families

of beam types: high brightness beams for the collider, high
intensity beams either for the following machine or for fixed
target local users. The goal of this paper is to present a review
of the loss mechanisms identified and eventually limiting the
production of these two categories. Special attention will be
given to the losses appearing on very long time scale, up to
few hundreds ms or few thousand turns, considering that the
synchrotrons magnetic cycles last few seconds. Some details
are also given to the injection and extraction processes and
related losses.

LHC Beam Production Schemes

The LHC collider operates for luminosity production with
two different bunch spacing, either 50 ns or 25 ns, the latter
being the nominal configuration. The role of the injectors in
the beam production is as follows: the PSB defines the initial
transverse emittances, the PS the bunch spacing whereas in
the SPS, on top of adapting the bunch length to the longitu-
dinal acceptance of the LHC, tails in the transverse plane
are scraped to avoid eccessive losses during the LHC filling
process.
The production of the 25 ns bunch spacing beam is real-

ized as follows. Linac2, or Linac4 in the future, fills each
of the 4 PSB rings into h=1+2 bucket. Each PSB bunch is
injected to the PS on h = 7 and after 1.2 s, the PS receives
two other PSB bunches. A first acceleration takes place up
to 2.5 GeV, where the bunches triple split. Eighteen bunches
are accelerated up to 26 GeV/c on h=21 where two consec-
utive double splittings produce the final bunch spacing of
25 ns creating a batch of 72 bunches. The 50 ns spacing is
realised by eliminating the last splitting. Prior to the transfer
to the SPS, the bunches are rotated in the longitudinal plane
to reduce the total bunch length to about 4 ns. Up to five
consecutive batches of 72 bunches can be injected in the
SPS at 26 GeV/c, and accelerated to 450 GeV/c to be deliv-
ered to the LHC. The longitudinal emittance is increased in
the PS and SPS to reduce longitudinal instabilities, whereas
transverse scraping is done in the SPS before reaching the
extraction energy to eliminate tails. Besides the classical pro-
duction scheme, alternative ones were proposed to overcome
the current brightness limitation of the PSB. One realised
during the 2012 run is BCMS (Batch Compression Merging
and Splittings). It comprises the injection of 2×4 bunches
on the 9th harmonic in the PS, batch compression from h=9
to h=14, bunch merging followed by a triple splitting all
done at low energy instead of the triple splitting only. These
evolved RF gymnastics are performed at an intermediate
kinetic energy to avoid transverse emittance blow up due
to space charge and to relax the requirements on the lon-
gitudinal emittance at injection. The resulting 12 bunches
are accelerated to the extraction flat top where two bunch
splittings occur to obtain the final 25 ns bunch spacing as
for the nominal scheme. The advantage with respect to the
traditional scheme results from the smaller splitting factor
of the PSB bunches (6 instead of 12). Before extraction to
the SPS, 25 ns spaced bunches can have the same intensity
in only half of the transverse emittance. Typical beam pa-
rameters realised for the 25 ns beam and expected after the
injector upgrade within the LIU (LHC Injector Upgrade)

Proceedings of HB2014, East-Lansing, MI, USA THO1LR01

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

325 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



Table 1: Proton Beam Parameters for LHC and Neutrino Production Beams. The asterisk (*) indicates that feasibility
including operational viability (especially in the PS) remains to be demonstrated.

Operation Record After LIU (2020)
Aim Study

LHC CNGS LHC CNGS LHC post-CNGS
SPS beam energy [GeV] 450 400 450 400 450 400
Bunch spacing [ns] 50 5 25 5 25 5
Bunch intensity [1011] 1.6 0.105 1.3 0.13 2.5 0.17
Number of bunches 144 4200 288 4200 288 4200
SPS beam intensity [1013] 2.3 4.4 3.75 5.3 6.35 7.0(*)
PS beam intensity [1013] 0.6 2.3 1.0 3.0 1.95 4.0(*)
PS cycle length [s] 3.6 1.2 3.6 1.2 3.6 1.2/2.4(*)
SPS cycle length [s] 22.8 6.0 21.6 6.0 21.6 6.0/7.2
PS momentum [GeV/c] 26 14 26 14 26 14

program [5], together with the ones for the high intensity
beams, are presented in table 1.

High Intensity Beam Production Schemes
High intensity multi-bunch beams for fixed target physics

at the SPS were regularly produced until 2012, in particular
for the CNGS (CERN Neutrinos to Gran Sasso) [6] exper-
iment now concluded. Table 1, summarises the last beam
performances and the study case for a Laguna [7]-type high-
intensity neutrino production beam. Two bunches per PSB
ring, operating on h=2, are injected in the PS into buckets
at harmonic h=8. After a first acceleration, a double bunch
splitting takes place at 3.5 GeV/c and acceleration to the
final 14 GeV/c extraction momentum is done on h = 16 har-
monics. Finally, prior to extraction, the beam is debunched
to allow imposing a 200 MHz structure before extraction
for the recapture in the SPS. The extraction is realised on
five consecutive turns, either using the so called CT [8, 9]
(Continuous Transfer) technique or, in the near future, using
the MTE (Multi-Turn) extraction [10]. Thus, two consecu-
tive 1.2 s long PS cycles, with 5-turn extraction each, are
used to fill the 10/11th of the SPS circumference. In the
SPS, after re-capture at 14 GeV/c, the beam is accelerated
up to 400 GeV, thus crosses transition at about 22.8 GeV
and in the case of the CNGS, the machine is emptied on two
consecutive extractions of about half machine separated by
46 ms.

The injector complex is also producing high intensity
beams delivered at low energy either by the PSB or by the
PS. The maximum intensity produced by the PSB, about
1013 p per ring, is delivered to the ISOLDE target for rare
isotope production [11]. In this case the PSB takes the
maximum current deliverable by the Linac2 per ring. For
the PS, a single bunch high intensity beam used for the
nTOF experiment is delivered to a lead target to study the
interaction of neutrons with different materials [12].

LOSSES FOR LHC BEAMS
The double injection in the PS is needed to maximize the

number of bunches after the longitudinal splitting, requir-

ing also very high intensity injected in the PSB. Every PSB
bunch is split up to 12 times to get finally 72 bunches at 25
ns spacing at PS extraction. This requires Linac2 to inject a
high intensity beam with a limited brillance, due to the multi-
turn injection process and large space-charge. The direct
space-charge tune shift in the PSB, considering the typi-
cal LHC beam parameters, can be as large as (|∆Qx |=0.51,
|∆Qy |= 0.61) [13]. Clearly, a certain number of resonances
is crossed during the injection process: being the injection
on a non-zero dB/dt , the effect on the beam is reduced. The
tunes at injection are about Qx≈4.4 and Qy≈4.5, to reduce
the interplay between the beam and the integer resonance.
During acceleration the working point is moved dynamically
towards the design value of about Qx= 4.17 and Qy=4.23,
thanks to the reduction of the indirect space-charge neck tie.
A very detailed study of space charge effects can be found
in [14] and the discussion on emittance preservation is pre-
sented in [15], whereas resonance compensation studies can
be found in [16]. Once the first batch is injected into the
PS, there is a 1.2 s long waiting time on the PS flat bottom
before the second injection. During this period the beam has
a very large tune spread induced by the direct space charge,
in the vertical plane up to |0.3|, while the synchrotron period
is of the order of 1 ms and the chromaticity is very large
(-0.8, -1) and uncorrected. The beam, due to the synchrotron
motion, crosses several times the integer and the 4qy=1 res-
onance, creating transverse emittance increase and beam
losses. While the presence of the integer is pretty obvious,
the fourth order resonance seems to be the result of the cou-
pling of space-charge with one of the structure resonances,
either the 4Qy=25 or 8Qy=50, being the machine tune 6.25
and the machine periodicity either 25 or 50 [17–19]. The
space charge limitation is reduced, for the fourth time in the
PS history, with the future increase of the injection energy,
this time from 1.4 GeV to 2 GeV. Other techniques like break-
ing the symmetry of the lattice as proposed in [18], or fully
coupling the horizontal and vertical plane to create vertical
dispersion, or using flat bunches (both described in [13]),
are under investigation to create some margin for the space
charge limit.
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Headtail instabilities of mode 5 or 6 also appear during
the long injection flat bottom. They are currently cured by
introducing linear coupling by dedicated skew quadrupoles
and forcing the tune close to the coupling resonance [20].
This solution, however, firstly creates round beams, secondly
forces the transverse working point in a well defined region.
In the future, the transverse damper [21] will be probably
preferred to the linear coupling, adding some flexibility to
the choice of the working point. A chromaticity correction
will be also introduced, to reduce the frequency range at
which the damper has to act, but also to eventually mitigate
the losses due to space charge coming from the multiple
crossing of the betatronic resonances due to the synchrotron
motion.

After the triple splitting, the beam is accelerated and right
after transition crossing, coupled bunch longitudinal instabil-
ities are observed [22]. The consequences are beam losses
and a significant variation of longitundinal emittance, inten-
sity and bunch length along the extracted batch. This lack
of reproducibility is an issue, creating capture losses up to
1-2% in the SPS. This limitation should be eliminated thanks
to the use of a longitudinal damper, a function provided by
a newly installed Finemet© cavity [23]. Electron cloud is
regularly observed on the extraction flat top, even if there
is no evident sign that the beam quality is affected. There
is instead a clear horizontal instability appearing, together
with electron cloud, if the bunches are shorter than nominal
or if the beam is kept artificially in the machine 50 ms longer
than necessary [24,25]. In case this becomes a limitation for
the future beams, it was shown that the transverse damper
can effectively delay the instability by about 10 ms [21] or
eventually the adjustment of the bunch length at extraction
by a reduction of the cavity voltage might be beneficial [25].
Close to the extraction, the bunches are rotated longitudi-
nally to fit the bucket length of 5 ns of the SPS. Despite the
fact that the beam transfer is bunch-to-bucket, the bunch
rotation can create long tails in dp/p, that are not properly re-
captured in the 200 MHz bucket of the SPS. Losses are thus
observed during the capture process, as presented in [26].
The cure in this case would be the increase of the voltage
available for the 40 MHz system used for the first bunch
shortening [26]. Once the beam is transferred, the first lim-
itations appearing in the SPS cames again from the long
waiting time at flat bottom due to the multiple injections (up
to 5 from the PS), followed by the lack of RF power during
acceleration and at flat top. Space-charge is limiting the
maximum brightness at injection, bounding for the moment
the maximum acceptable direct space-charge tune shift to
about ∆Qx = -0.11 and ∆Qy=-0.20 [5].
Transverse Mode Coupling Instability (TMCI) used to

limit significantly the maximum intensity of the single bunch
beams to 1.6×1011 p/b for a longitudinal emittance of 0.35
eVs. The introduction of a new special optics, changing
γtr from 22.8 to 18 and thus increasing the slip factor
η = 1/γ2tr − 1/γ2 all along acceleration, pushed the TMCI
limit at 4.5×1011 p/b [27], well beyond the needs even of the
future HL-LHC type beams. Another major limitation of

the SPS could be caused by electron cloud effects resulting
in pressure rise, beam instabilities, emittance growth and
losses. It is commonly accepted that either scrubbing, or
coating with aC [28] all or a part of the vacuum chambers, or
a combination of both will solve the electron cloud issue [5].
Recent studies proved that the scrubbing can be improved by
using a special doublet beam, where the beam is composed
of trains of 2 bunches spaced by 5 ns and these doublets are
in turn separated by 20 ns. Experiments and simulations
showed a net improvement of the secondary emission yield
threshold with respect to the nominal 25 ns beam used for
the scrubbing [5]. During the acceleration, done with the
200MHz system alone, the beam becomes longitudinally un-
stable for an intensity of about 2-3 ×1010 p/b, well below the
performances required for the LHC beam production. This
instability is mitigated by the 800 MHz RF system operating
in bunch-shortening mode and a significant controlled lon-
gitudinal emittance blow up from 0.35 eVs to 0.5 eVs done
with the 200MHz system. On top of that, there is a clear lack
of RF power available to maintain the high intensity bunches
sufficiently short, of the order of 1.5 ns, to be transferred
to the LHC 400 MHz system and without causing capture
losses in the collider. The solution proposed to overcome
this limitation is the upgrade of the 200 MHz system, with
an increase of the available RF power by at least a factor of
2 obtained by increasing the number of cavity modules and
by rearranging sections to reduce the impedance by about
20%. Once the full upgrade of the 200 MHz system will
take place the maximum available power for the 2 longest (4
sections) cavities would be instead about 1.6 MW, bringing
the maximum intensity per bunch up to 2.0×1011 p/b for 25
ns without any performance degradation [23,29, 30] in the
hypothesis that no new beam instabilities would appear in
the new working regime.

LOSSES FOR HIGH INTENSITY BEAMS
The losses during the CNGS-like beam production are

particularly concentrated in the PS and the SPS. The PSB,
designed with the margin necessary to produce high inten-
sity beams, does not suffer from any particular limitations.
A detailed analysis of source of losses and impact on the
different machine devices can be found in [31], whereas a
more specific work related to the PS can be found in [32].
A report on the most recent intensity record realised by the
injectors complex can be found in [33]. The PSB injection
from the Linac2 causes losses of the order of 30-40%, not
unusual as result of the transverse painting and longitudinal
adiabatic capture. They are considered acceptable because
limited at 50 MeV, with a very good beam transmission up
to extraction. The H− injection scheme and chopping from
Linac4 will greatly improve injection losses to only few per-
cents. Small losses are observed during the fast extraction
process in correspondence to the extraction septum. The
transverse damper is always active during acceleration to
avoid the development of a headtail instability [34]. Once the
beam is injected into the PS, in a bunch-to-bucket transfert,
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large transverse beam losses of the order of 5% are observed
during the first few ms. The results of studies realized in
past years [35,36] proved that the high beam losses observed
during the first few hundred turns are related to two different
mechanisms. Losses appearing during the first few turns are
caused by a too small aperture of the injection septum, con-
sidering the transverse emittances that the PSB can deliver at
1.4 GeV. Losses appearing on a longer time scale, few hun-
dred turns, are caused by intra-bunch injection oscillations,
resulting from the effect of indirect space combined with the
presence of unavoidable injection errors.This mechanism is
enhanced by the fact that the PSB is composed of 4 verti-
cally superposed rings, and that the 8 bunches can feature 4
different trajectories. Furthermore, the presence in the PS
of the horizontal injection bump reduces also the available
aperture for about 500 turns while the beam is oscillating
in the vertical plane. It was experimentally proved that the
injection oscillations can be effectively eliminated by the
transverse damper, as described in [36,37]. The accelerating
RF system of the PS is composed of ferrite loaded cavities
tunable from 2.8 MHz to 10 MHz which was installed in the
early 1970s [38]. Longitudinal losses were identified during
acceleration for intensities beyond 3.5 × 1013 p/b, in partic-
ular at transition crossing, where the RF-phase jump takes
place. A single bunch transverse instability at transition
crossing, a vertical TMCI, appears for single bunch intensi-
ties of about 6 × 1012 p/b and causes losses of the order of
few percent [35,39]. TMCI appears as an intrabunch vertical
oscillation with a central frequency of 700 MHz driven by a
broadband impedance source. This frequency range is well
beyond the capabilities of the existing transverse damper,
whose bandwidth is limited today to about 23 MHz. Ac-
cording to preliminary results [40], the driving impedance
has been identified as generated by the several kickers in-
stalled in the PS ring. Currently the solution adopted to
avoid this instability is a significant increase of the longi-
tudinal emittance [41]. Losses at extraction, taking place
on few turns, are due to the CT extraction technique [8].
The horizontal fractional tune is set to 0.25, and the beam
is cut in 5 equally populated slices on 5 consecutive turns
by shaving it with an electrostatic septum. Each portion of
the beam cut by the septum is extracted in one turn. Losses
appearing during the shaving process and dispersed along
the entire machine circumference are due to the interaction
with the beam and the blade of the electrostatic septum [9].
About 10% of the total circulating intensity is lost, causing
significant machine activation. A new extraction technique,
MTE [10], should definitely replace during the 2014 run
the CT extraction, thus reducing significantly the losses at
the extraction, from a maximum of 10% to about 1-2%,
as proven during a brief part of the CNGS run [42]. The
MTE extraction is based on beam trapping in stable islands
of the transverse phase-space [10]: the beam is split in five
beamlets by crossing of a fourth-order resonance and, once
sufficiently separated in the horizontal plane, each beamlet
is extracted on five consecutive PS turns. The adiabaticity of
the trapping process requires a long extraction flat top. The

losses during the MTE extraction are produced, as expected,
by the fact that the beam has to be transferred de-bunched
from the PS and SPS. A portion of the beam intercepts the
blade of the extraction septum during the kicker rise time
causing unavoidable losses. A passive device, called dummy
septum, was installed in 2013 to protect the extraction sep-
tum by intercepting these particles in the straight section
before the extraction point [43]. The commissioning of the
device should be concluded by the end of 2014. The beam
is then transferred at 14 GeV/c to the SPS with a double
batch injection, with observed losses up to 10%. Injection
losses are both transverse and longitudinal. Considering the
transverse plane, the CT extraction cannot produce 5 equally
populated slices with the same transverse emittances [10]. If
on one side, the horizontal transverse emittance is reduced
by the extraction process by a factor of three and becomes
significantly smaller than the vertical, on the other side it is
very difficult to have a unique optics to minimise the mis-
match at SPS injection of the 5 slices [44]. An emittance
exchange section is installed in the transfer line between the
PS and the SPS to take advantage of the smaller horizontal
emittance resulting from the CT extraction, and transform-
ing it into the vertical being the SPS mechanical aperture
smaller in the vertical plane. On top of this, fast kickers are
installed in the same line to correct the trajectory of each
beam portion, as described in [45], and thus minimise in-
jection oscillations that might be different depending on the
PS extracted turn. The SPS transverse damper has to be
active since the beginning to reduce the injection oscilla-
tions which are clearly PS-turn dependent and a transverse
coupled bunch instabilities caused by resistive wall (dipole
modes) [46]. Longitudinal losses are observed already at
injection. Certainly one of the main causes is the fact that the
transfer between PS and SPS is not bunch-to-bucket. In the
SPS, the recapturing process has some inefficiencies, caus-
ing losses also during the second PS injection. The capture
is done using the main 200 MHz system at 800 kV, which
gives the best beam transmission. A part of the un-captured
beam is filling the empty gap between two PS injections,
i.e. the 1/11th of the machine left empty on purpose for the
rise time of the extraction kickers. A first fraction of this
beam is lost at the beginning of the acceleration, the sec-
ond unfortunately eventually at high energy if not properly
cleaned by the transverse damper used as abort cleaning
device. Transition crossing is another critical moment in the
accelerating cycle in the SPS, where the usual phase jump
occurs but no gamma transition scheme is implemented as
in the PS. Typical losses through transition at high intensity
were around 7% for settings not optimised for very high
intensities. During past operation, the maximum available
voltage was used due to uncontrolled emittance blowup dur-
ing transition crossing and any voltage reduction led to beam
losses. A careful adjustment of the voltage program of the
200 MHz cavities and of the one-turn-delay feedback system
could improve the situation, but this requires continuous
monitoring of the longitudinal beam parameters, depending
also on the beam quality received from the PS. Slow losses
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were observed also during acceleration after transition. A
review of the longitudinal studies for the preparation of the
CNGS production can be found in [47]. The improvements
proposed to reduce longitudinal losses are: a) realise a sep-
arate capture of each PS batch in the SPS (possible due to
large bandwidth of the main 200 MHz TW RF system) that
would allow voltage capture modulation (0.8 MV increased
to 2.5 MV); b) implement a variable gain of 1-turn-delay
feedback and upgrade of the frequency range of the feed-
forward system below transition energy. All of these will
be realised in 2020 in the framework of the LHC Injector
Upgrade Program. The 800MHz upgrade will place in 2014,
with a new feed-forward and feed-back system and could be
used to improve the longitudinal Landau damping.
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RECENT DEVELOPMENT IN THE MITIGATION OF LONG TERM HIGH
INTENSITY BEAM LOSS

G. Franchetti, S. Aumon, F. Kesting, H. Liebermann, C. Omet, D. Ondreka, R. Singh, GSI
S. Gilardoni, A. Huschauer, F. Schmidt, R. Wasef, CERN

Long term beam loss are due to the presence of several
factors, but lattice nonlinearities and high intensity certainly
rank among the main causes for long term beam loss. Ex-
perimental and numerical studies have shown that periodic
resonance crossing induced by space charge in a bunched
beam is a deleterious effect for beam survival [1, 2]. Given
the complexity of the topic, the studies in the past have been
focused to investigate one dimensional resonances, for exam-
ple in Ref. [1] the resonance was 4Qx = 25, while in Ref. [2]
the resonance was 3Qx = 13. The underlying mechanism
leading to beam loss is explained, in this case, in terms of in-
stantaneous stable islands in a two-dimensional phase space
and their crossing the particles orbits. This mechanism was
studied in details in Ref. [3].
Studies for SIS100 have shown, however, that in the in-

jection scenario of the uranium ions, random components
of magnets nonlinearities excite a significant web of reso-
nances including coupled resonances [4]. One of the simpler
of the nonlinear coupled resonances is the Qx + 2Qy = N .
Although the mechanism of the beam loss remains the same
(the periodic resonance crossing induced by space charge),
the details of the mechanism have never been, in this case,
studied. The reason for that is in the complexity of the
4-dimensional coupled motion, which poses an extraordi-
nary challenge to disentangle the dynamics. While for 1-
dimensional resonances the mechanism is relatively well
understood, for 2-dimensional resonances it remains still
unraveled.
In this context, within the collaboration between CERN

and GSI, in 2012 a new experimental campaign in the CERN-
PS for investigating the resonance Qx + 2Qy = 19 has been
undertaken. The results of measurements collected in a
scan of beam intensity/profiles versus tunes have shown puz-
zling features: when the space charge tune-spread overlaps
the third order resonance an asymmetric beam response is
found: in one plane we find halo, whereas in the other plane
a core growth takes place. In Fig. 1 we show a plot with the
beam profiles resulting from the space charge tune spread
overlapping with the third order resonance, the tunes of the
measurement are reported on the picture, the tune-shift is
∆Qx ' −0.046,∆Qy ' −0.068. The asymmetry of the pro-
file is quite evident and shows that a new and more complex
dynamics is driving the beam halo formation. The details of
these measurements will be part of a dedicated article.
The explanation of this beam profile shape have to be

searched into the effects created by the 4D coupled dynamics.
In this scenario the analogous of the fix points become the
fix-lines [5]. These extended closed lines play a similar role
as the fix points for the crossing of the 1D resonances. The
description of this dynamics is beyond the purpose of this

Figure 1: Beam profiles after 1 second storage of the beam
in the CERN-PS. The asymmetry of the beam response is
evident.

proceeding, a full study for the case of single particle is part
of a future work [6].
If the halo edge is exceeding the beam pipe, long term

beam loss is unavoidable. While the issue of the self-
consistency during a substantial change of the space charge
intensity is of relevance, practically this scenario is not really
foreseen in practical operation in order to avoid significant
machine or collimators damage.

The relevant issue is therefore if a strategy that allows to
mitigate beam loss in a conventional operational scenario
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can really be effective over long term storage of a high in-
tensity bunched beam. Past numerical studies have shown
that resonance compensation is certainly a way to attack the
problem, and simulations using a frozen space charge model
has shown a beneficial effect of the resonance compensa-
tion [4, 7, 8]. From the fundamental point of view, however,
it remains to be established if this procedure can be operated
in a real high intensity bunched beam.
In the common practice, resonance compensation is un-

derstood as the creation of an artificial driving term that
counteract the driving term created by the machine non-
linearities. The effectiveness of the procedure relies on the
assumption that a resonance is excited mainly by a single har-
monics. While this assumption may prove to work decently
in standard operational regimes, it is not obvious what are
the consequences of a periodic resonance crossing induced
by space charge.

For these reasons in parallel with the CERN experimental
effort, at GSI a campaign for testing the effectiveness of a
resonance compensation in presence of space charge has
been undertaken.
We have proceeded as follows. First we have measured

the resonance chart of the SIS18, and afterwards we im-
plemented a compensation of a third order resonance. On
the best compensation we could achieve we explored the
robustness of the mitigation scheme for moderately intense
bunched beams.

ASSESSMENT OF RESONANCES IN SIS18
The campaign started with an assessment of the resonance

chart of SIS18 after its return to operation from the shutdown.
In Fig. 2 it is shown the resonance chart of SIS18 after
the re-alignment of the SIS18 magnets operated during the
May/June shutdown. The apparent mismatch of some of the
resonance lines with the theoretical solid lines is due to small
systematic tune-shifts present in the machine model used by
the control system. Most of the resonances in the picture
are weaker than they were before the re-alignment, which
speaks for a beneficial effect of the machine re-alignment.
The linear coupling resonances are significantly mitigated,
in particular the line Qx − Qy = 1 is weakened. However,
the benefit of the magnets re-alignment is not completely
obvious: the machine has now a new third order resonance
before not present, which is the line 3Qy = 10. The third
order resonance Qx + 2Qy = 11 appears stronger, as well as
the half integer 2Qy = 7.

THIRD ORDER RESONANCE
MITIGATION

The third order resonance Qx + 2Qy = 11 is of par-
ticular interest because a similar resonance will affect the
SIS100 for the preliminary working point for ions (exam-
ple for the uranium beam scenario at the working point
Qx = 18.84,Qy = 18.73) and fast extraction. The same
type of resonance was investigated in the CERN-PS cam-
paign.

3
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Figure 2: Resonances of SIS18 measured on the 16/7/2014
after the magnets re-alignment. This picture have been ob-
tained by using SISMODI control system.

The major effort of the experimental campaign was to
compensate this resonance line and verify the robustness of
the compensation for a bunched beam in a SIS100 “type”
scenario, i.e. a bunched beam stored for 1 second at injection
energy.
First, the resonance strength was assessed by measuring

the beam loss while the resonance is crossed in 1 second
from Qy = 3.45 to Qy = 3.35. The horizontal tune was kept
fix to Qx = 4.2. We used a coasting beam with an intensity
low enough to prevent space charge effects; in fact, for 2×108
ions of U73+, the tune-shift is ∆Qx ' −2.5 × 10−3,∆Qy '

−5×10−3. The injected beam is chosen to completely fill the
transverse acceptances of SIS18, thus emphasizing the beam
loss due to resonances. Throughout the resonance crossing
the beam was always kept coasting. Figure 3 top shows
the beam survival during the crossing of Qx + 2Qy = 11
in 1 second for the un-compensated machine: only ∼ 35%
of the beam survives. The stop-band is found in the range
450 ÷ 750 ms, which corresponds to Qy = 3.375 ÷ 3.405
because of the linear tune ramp.
The effort for compensating this resonance is based on

creating a controlled driving term by using the normal sex-
tupoles of SIS18. They are set to act against the driving term
created by the “natural machine errors”. The driving term
is identified by its strength Λ and by an angle α. The pair
(α,Λ) allows the complete determination of the strengths of
two arbitrary sextupoles through the machine optics, which
is supposed to be completely known. For the experiment
we used the sextupoles GS05KS3C, GS07KS3C. Figure 3
center shows the effect of the two sextupoles in terms of
beam survival as function of α for the strength of the driv-
ing term of Λ = 0.002. (the units of Λ are of integrated
sextupole strength, as used in the LSA setting generation
system, which we used in replacement of the SISMODI).
This picture shows a peculiar feature of the power supply
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of the SIS18 sextupoles. In fact, the attempt of correcting
the resonance by using a too small Λ, has set small currents
to the two correcting sextupoles. In this situation the power
supply system is not able to resolve these small currents, and
set therefore some threshold current. The resulting effect
appears as a discontinuous beam survival at α ' 20,170
degree. This feature certainly becomes a limitation for com-
pensating a resonance at low machine rigidity.

Fortunately the rigidity of the U73+ at 11.4 MeV injection
energy is high enough to prevent this situation. The third
order coupled resonance is in fact better compensated for
a different strength of the correcting driving term, namely
for Λ = 0.025. For this strength the angle of α ∼ 270
degree yields the best performance, improving the beam
survival from ∼ 35% to ∼ 85%. This result is shown in
Fig. 4 bottom. A better optimization of the compensation
was not reached, and the reasons for this were beyond the
beam time available: this would require an ORM analysis
and verification of the SIS18 optics, with especial attention
to the sextupole correctors used.

EFFECT OF HIGH INTENSITY BUNCH
DYNAMICS

The effectiveness of the best resonance compensation
achieved was tested with a bunched beam with a moder-
ate intensity. The beam was injected, bunched, and stored
for 1 second keeping the machine tunes fixed (standard op-
eration mode). We explored the bunched beam survival
for several working points Qy , keeping Qx = 4.2 at each
measurement. The beam intensity allowed a moderate space
charge tunes-shift of ∆Qy ' 0.05 corresponding to 6.5×108
ions of U73+ present in the machine before bunching. This
tune-spread is not significantly affected by the chromaticity
because the momentum spread of the beam at injection is
(δp/p)rms ' 7.5 × 10−4, which for the natural chromaticity
yields a maximum tune spread of (δQy )max ' ±0.0072.
Hence the space charge remains the dominant effect. The
same argument shows that the effect of the dispersion en-
larges/reduces particles amplitudes of ∼ 6 mm, which com-
pared with full machine acceptance, becomes of minor rele-
vance.

The results of this scan are shown in Figure 4. The red
markers show the beam survival without correction. We
identify three “valleys” corresponding to the effect of three
resonances: the half integer 2Qy = 7, the third order cou-
pled resonance Qx + 2Qy = 11, and the third order one
dimensional resonance 3Qy = 10. If we set the tune at the
edge of the resonance stop-band at Qx = 3.405, the impact
on beam survival is dramatic: in 1 second only ∼ 10% of the
beam survives, whereas in absence of periodic resonance
crossing due to space charge, the survival on this working
point is of 100%.
The blue markers in Fig. 4 show the very same measure-

ments with the two correcting sextupoles activated for the
best correction of Qx + 2Qy = 11 at α = 270 degree (Fig. 3
bottom). The result is that the partial resonance compen-
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Figure 3: Top: beam survival by crossing the resonance
Qx + 2Qy = 11 in 1 second. The survival is ∼ 35%. Center:
effect of the power supply, note the discontinuity of beam
survival at α = 20,170 degree for a small driving term.
Bottom: best compensation for Λ = 0.025 at α = 270
degree.

sation still yields an advantage to mitigate the beam loss
induced by the periodic resonance crossing over 1 second
storage. The blue markers yield a beam survival of ∼ 70%
in the range 3.415 < Qy < 3.46 except for the new val-
ley appearing at Qy = 3.43. The advantage is evident for
Qy = 3.42 where beam survival goes from ∼ 30% to ∼ 75%.
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Figure 4: Beam survival for a bunched beam stored for 1 sec-
ond. The green curve is obtained for a partially compensated
third order resonance, whereas the red curve is measured for
the naked machine.

At the tune Qy ' 3.43 there is a slight discontinuity in
the red curve. This indicate the presence of a higher order
resonance. This resonance appear clear in the measurement
with the resonance compensation activated (a new valley in
the beam survival appears). We have no information on the
nature of this resonance, except of its weak strength.

Interestingly we also observe that the compensation here
implemented does not affect the other two resonances shown
in Fig. 4. In fact in 3.35 < Qy < 3.37 and in 3.45 <
Qy < 3.48 green and red markers fully overlap, showing
that the compensating method really affects only this specific
resonance. Other resonances far away from the investigated
area might be excited by this compensation scheme, but this
is not part of this study.

CONCLUSION
The measurements and the results obtained in this cam-

paign allow to conclude that
1 The technique used to compensate the resonance seems

a promising tool for a first order compensation. The im-
plementation of this “fast” technique completely relies
on the feature of the new settings generation system
(LSA) for automatizing the data acquisition process.

2 The experimental evidence shows that the resonance
compensation for a third order resonance allows to mit-
igate the beam loss due to the effect of moderate space
charge in bunched beams stored for 1 second.

The physics case, and further details on these measure-
ments will appear in dedicated studies.

OUTLOOK
Although the results are encouraging, the following issues

remain to be investigated:
1 We have no clear evidence of why we cannot compen-
sate completely the resonance. This may lay in the
imperfect knowledge of the optics at the location of the
sextupole correctors, or due to other unknown details

of the machine. In addition we have got evidences that
different pairs of sextupoles excited to create the same
driving term do not produce the same beam survival.
All these discrepancies require further investigations to
consolidate the method and/or to improve it.

2 The verification with the bunched beams was made
with a relatively low intensity ∆Qy ' 0.05. The space
charge tune-shift here obtained do not compare with
that foreseen in the SIS100 scenario, which is expected
to be a factor 4 larger. Further measurements on a
single third order resonance with more intense beam
have to be foreseen to consolidate this first findings.

3 Further experimental studies on half integer, and linear
coupling, as well as on the 4th order 1 and 2 dimen-
sional resonances will be carried out as well.
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Abstract 

ATLAS is now the only US DOE National User Facility 
for low-energy heavy-ion stable beams. With the recent 
commissioning of the Californium Rare Isotope Breeder 
Upgrade (CARIBU), ATLAS is now also used to 
accelerate radioactive beams. The demand for both stable 
and radioactive beam time is already exceeding two to 
three times the 5500 hours delivered by ATLAS every 
year. The time structure of the EBIS charge breeder to be 
installed next year for CARIBU beams is such that less 
than 3% of the ATLAS duty cycle will be used for 
radioactive beams. Being a CW machine, ~ 97% of the 
ATLAS cycle will be available for the injection and 
acceleration of stable beams without retuning. This 
simultaneous acceleration is possible for stable and 
radioactive beams with charge-to-mass ratios within 3%. 
We have developed a plan to upgrade ATLAS for this 
purpose to be implemented over the next few years, where 
two to three beams could be delivered simultaneously to 
different experimental areas. The upgrade concept will be 
presented along with the recent studies and developments 
done in this direction. 

THE ATLAS FACILITY AND RECENT 
UPGRADES 

The Argonne Tandem Linear Accelerator System 
(ATLAS) was the first superconducting linac for ion beams 
in the world [1]. It has been operating and delivering ion 
beams for over thirty years at different capacities. Over the 
same period, ATLAS has undergone several upgrades [2]. 
The most recent are CARIBU [3] and the Efficiency and 
Intensity upgrade [4]. 

CARIBU uses a Californium fission source to produce 
radioactive daughter nuclei which are collected, separated 
and then cooled to form a beam. An ECR charge breeder 
[5] is used to increase the charge state of these beams for 
injection and acceleration in ATLAS.  

The Efficiency and Intensity upgrade consisted of a new 
RFQ [6] and a new superconducting module [7]. The RFQ 
replaced the first three superconducting cavities of the 
Positive Ion Injector (PII) to avoid deterioration of the 
beam quality due to fast acceleration of low energy beams. 
The RFQ uses the existing multi-harmonic buncher (MHB) 
as a pre-buncher. Two notable features of the ATLAS RFQ 
are trapezoidal modulations in the accelerating section and 

a compact output matcher to produce an axis symmetric 
beam for direct beam injection into PII which uses 
solenoidal focusing [8]. The new cryomodule replaced 
three old modules with split-ring resonators [9]. The split-
ring cavities are known to cause beam steering which 
results in beam loss and the subsequent quench of 
solenoids. The new cryomodule is made of 7 quarter-wave 
resonators (QWR) and 4 superconducting solenoids. The 
QWRs were designed and built with steering correction 
[10]. The new module should be able to accelerate 10 to 
100 times higher intensity stable beams without significant 
beam loss.  

Both the new RFQ and cryomodule have been recently 
commissioned and are now being used for routine ATLAS 
operations. Following this upgrade, the transmission has 
improved by 50 to 100% for all beams accelerated in 
ATLAS [11]. The overall transmission is now routinely 
over 80%, which is dictated by the MHB used to produce 
a small longitudinal emittance for more efficient beam 
transport and acceleration in ATLAS [12]. Figure 1 shows 
the current layout of ATLAS after the recent upgrades. 

THE NEED FOR MULTI-USER 
CAPABILITIES AT ATLAS 

ATLAS is now the only US DOE National User Facility 
for low-energy heavy-ion stable beams delivering upward 
of 5500 hours of beam-on-target every year. With 
CARIBU online, ATLAS is also being used for the 
acceleration of radioactive beams, which often require 
longer beam time for experiments due to their lower 
intensity. In the past two years, the demand for ATLAS 
beam time has more than doubled and with longer 
radioactive beam run periods, less and less users will be 
served, especially stable beam users. Therefore the need 
for a multi-user capability is significant at ATLAS in order 
to satisfy more users and maximize the scientific output of 
the ATLAS facility. 

 ____________________________________________ 

* This material is based upon work supported by the U.S. Department 
of Energy, Office of Science, Office of Nuclear Physics, under Contract 
number DE-AC02-06CH11357. This research used resources of ANL’s 
ATLAS facility, which is a DOE Office of Science User Facility. 
#brahim@anl.gov 
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Figure 1: Current layout of the ATLAS facility showing CARIBU, the ECRs, the RFQ and the three linac sections; PII, 
Booster and ATLAS. It also shows the beam lines leading to the different experimental areas II, III and IV. 

THE EBIS CHARGE BREEDER AND 
SIMULTANEOUS ACCELERATION OF 
RADIOACTIVE AND STABLE BEAMS  

With the installation of the recently commissioned 
CARIBU EBIS charge breeder [13] in 2015, it will be 
possible to simultaneously accelerate one radioactive and 
one stable beam in ATLAS. The EBIS produces a 10 μs to 
1 ms beam pulse up to a 30 Hz repetition rate, that is about 
3% of the duty cycle. ATLAS, being a CW machine, 
enables the possibility of injecting stable beams during the 
remaining 97% of the duty cycle. Considering the fact that 
a stable beam with a charge-to-mass ratio close to that of 
the CARIBU beam is usually used as a guide beam to tune 
the linac, it would be straightforward to inject any stable 
beam with a charge-to-mass ratio within 3% without 
retuning the machine. Figure 2 shows the proposed time 
structure of the ATLAS beam for the simultaneous 
acceleration of one radioactive beam from CARIBU EBIS 
and one stable beam from the ECR ion source. The 
proposed operation scheme is 3% for radioactive beam, 
96% for stable beam and 1% for switching between the two 
beams. 

 

 

Figure 2: Time structure for the proposed simultaneous 
acceleration of radioactive and stable beams in ATLAS. 3% 
duty cycle for the radioactive beam (top), 96% for the 

stable beam (middle) and 1% for switching between beams 
to combine them into the full cycle (bottom).  

The CARIBU beam mass numbers range from 80 to 170 
with atomic numbers from 30 to 70. The highest charge-to-
mass ratio that they could be ionised to is ¼. Considering 
that ATLAS accelerates beams with charge-to-mass ratios 
equal to or higher than 1/7, the useful range for the multi-
user capability is 1/7 < q/A < ¼. Higher q/A (~ 1/3) could 
be achieved by operating the EBIS with longer breeding 
times and a 10 Hz repetition rate, which would also lead to 
a 10% (radioactive beam)-90% (stable beam) operation 
scheme.                                                                                                      

A MODIFIED LEBT FOR TWO BEAM 
INJECTION 

Figure 3 shows a preliminary layout for a modified low-
energy beam transport (LEBT) line for the injection of two 
beams; one radioactive from the CARIBU EBIS and one 
stable from the ECR [14]. As shown on the figure, both the 
EBIS and ECR have their own high-voltage platform which 
could be adjusted independently to match the required RFQ 
injection velocity. The main components of the new LEBT 
are a pulsed electrostatic deflector and an achromat. The 
deflector is turned off when injecting the beam from EBIS 
and turned on when injecting from the ECR. When the 
deflector is off, the DC beam from the ECR is stopped. The 
proposed achromat is made of four 45° bending magnets 
with a dispersive middle plane for further purification of the 
EBIS beam. An option with two 90° magnets is being 
considered for higher resolution. The achromatic property 
is essential for the transport of beams with different charge-
to-mass ratios and to minimize any emittance growth from 
the energy spread. 
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Figure 3: Layout for a new LEBT including a pulsed 
electrostatic deflector to inject either an EBIS or an ECR 
beam, and an achromat made of four 45° magnets. 

EXTRACTION OF ONE BEAM AFTER 
THE BOOSTER 

Following the injection, the two beams are accelerated in 
the RFQ, PII and Booster in different time periods of the 
duty cycle as shown in Figure 2. After the Booster, a beam 
could be either injected into ATLAS for further acceleration 
using the 40-degree bend area to serve the experimental 
areas III and IV as shown in Figure 1, or sent straight 
through to experimental area II at the Booster energy. At 
this time, the 40-degree bend area is made of DC magnets 
and it is not achromatic. We propose to modify it for pulsed 
extraction of one of the beams to experimental area II while 
the second beam is injected in the ATLAS section of the 
linac for further acceleration. At the same time, the injection 
line could be made achromatic. Figure 4 shows the Booster-
to-ATLAS injection line modified to be achromatic, while 
Figure 5 shows a pulsed achromatic chicane to be placed 
under the ATLAS main beam line for the extraction of one 
of the beams to experimental area II. The two main 
components of the extraction line are a 5° pulsed kicker 
magnet and a 15° septum magnet for a total of 20° beam 
deflection under the ATLAS line. The rest of the chicane is 
made of three 20° regular magnets. An option using a 
Lambertson magnet instead of the septum is being 
investigated. 

 

Figure 4: Top view of the 40-degree bend area modified to 
be achromatic for the transport of beams with different 
charge-to-mass ratios. 

 

Figure 5: Side view of the vertical chicane to be placed 
under the ATLAS main line for the extraction of one of the 
beams after the Booster to send to experimental area II. The 
achromatic chicane is made of a kicker and a septum 
magnet followed by three 20° regular magnets.  

EXAMPLES OF SIMULATNEOUS 
RADIOACTIVE AND STABLE BEAMS 

Simultaneous multiple charge state acceleration was first 
demonstrated at ATLAS [15]. The acceptance in the charge-
to-mass ratio is about 3%. Figure 6 shows an example of 
simultaneous two-beam injection and acceleration in 
ATLAS. In this case, the radioactive beam is 132Sn27+ from 
the CARIBU EBIS and the stable beam is 48Ca10+ 
commonly produced in an ECR source. The figure shows 
combined phase space plots for the two beams at different 
stages of injection and acceleration ending at the Booster 
with an energy of 5.9 MeV/u, where one of the beams will 
be extracted. In this case, the 48Ca beam is extracted to send 
to experimental area II while the 132Sn beam is injected for 
further acceleration into the ATLAS section of the linac up 
to an energy of 10 MeV/u for experimental area III or IV 
[14]. 

Similar examples of possible simultaneous stable and 
radioactive beams are listed on Table 1. The table shows 
that for every stable beam, multiple candidates for the 
radioactive beams could be accelerated simultaneously and 
vice versa, which adds a much needed flexibility in the 
scheduling of beam time. It is also important to note that by 
adjusting the breeding time of the EBIS, the charge state 
distribution of any radioactive beam could be adjusted to 
match the closest stable beam of interest. 
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Figure 6: Phase space plots for the simultaneous injection 
and acceleration of the radioactive beam 132Sn27+ (red) and 
the stable beam 48Ca10+ (blue) at the LEBT (a), in front of 
the RFQ (b), at the RFQ exit (c), at the end of PII (d) and 
Booster (e). 

Table 1: Examples of radioactive and stable beams that 
could be simultaneously accelerated in ATLAS. 

q/A Stable beams Radioactive beams 

0.25 20Ne5+, 28Si7+, 36Ar9+ 84Se21+,88Kr22+,92Sr23+ 

0.24 50Ti12+ 101Zr24+,105Ru25+,117Cd28+ 

0.23 48Ti11+,56Fe13+,74Ge17+ 92Kr21+,105Nb24+,109Tc25+ 

0.22 40Ca9+,102Ru23+,120Sn27+ 89Br20+,112Rh25+,139Xe31+ 

0.20 40Ar8+,60Ni12+, 90Zr18+ 85Se17+,110Mo22+,124In25+ 

0.19 132Xe25+ 137I26+, 153Pr29+, 165Tb31+ 

0.17 80Se14+ 91Kr16+, 97Zr17+, 109Ru19+ 

0.15 180Hf27+,197Au29+,238U37+ 100Sr15+, 101Y15+, 107Nb16+ 
 

STAGING OF THE PROPOSED ATLAS 
MULTI-USER UPGRADE 

The proposed ATLAS multi-user upgrade could be 
implemented in three stages starting with two beams at 
different energies and ending with three beams with more 
flexible output energies serving three different experiments 
simultaneously. The last stage would also deliver much 
higher intensity stable beams with the possibility of 
accelerating multiple charge state radioactive beams to 
increase their intensities. The different stages of the 
proposed upgrade are described below. 

Stage I 
This stage is essentially the one described above. It will 

allow the simultaneous acceleration of two beams; one 
radioactive from CARIBU EBIS and the other stable from 
the ATLAS ECR. Both beams are accelerated 
simultaneously up to the Booster energy.  Then one of the 
beams is extracted to be sent to experimental area II while 
the second is injected for further acceleration in the ATLAS 
section of the linac up to the full ATLAS energy for delivery 
to experimental area III or IV. This first stage will require 
the installation of: 
� The CARIBU EBIS charge breeder, which will happen 

independently next year. 
� A pulsed electrostatic deflector to inject the EBIS and 

ECR beams in different time periods of the ATLAS cycle 
as shown in Figure 2. 

� A new achromatic LEBT for the transport of beams with 
different charge-to-mass ratios without emittance growth. 

� A pulsed switchyard after the Booster for the extraction 
of one beam while the second is injected into the ATLAS 
section of the linac. A kicker and septum magnets are 
required for an achromatic vertical chicane to be placed 
under the main ATLAS beam line to serve experimental 
area II. 

� Eventually, a new transport line to deliver the beam 
extracted at the Booster to experimental areas III and IV 
in addition to area II. 
In this first stage, it will not be possible to accelerate the 

two beams to the full ATLAS energy for two main reasons: 
first because the 40-degree bend area is not achromatic and 
thus not suited for multiple beam injection, and second 
because the ATLAS section of the linac still have split-ring 
resonators which can cause significant beam steering and 
beam loss especially when injecting beams with different 
charge-to-mass ratios. 

Stage II 
This second stage will allow the simultaneous 

acceleration of two beams, one radioactive and one stable, 
to the full energy of ATLAS. It will also allow for the 
acceleration of high-intensity stable beams to the full 
energy in the ATLAS section of the linac which was limited 
by the steering in the split-ring resonators. High-intensity 
stable beams are much needed for the production of a 
different class of radioactive beams using the future 
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Argonne Inflight Radioactive Isotope Separator (AIRIS) 
[16]. This stage will require: 
� The modification of the 40-degree bend area to be 

achromatic for the transport and injection of beams with 
different charge-to-mass ratios. 

� Replacing the three remaining split-ring resonator 
cryomodules with at least one new QWR module, similar 
to the one installed recently. Adding a second QWR 
module similar to the energy-upgrade cryomodule is also 
recommended. 

� Pulsed switchyards downstream of ATLAS to send the 
beams to different experimental areas 

� Reconfiguring and adding new shielding to accommodate 
higher intensity beams in ATLAS. 
It is important to note, that the first 72 MHz - β ~ 0.77 

QWR cryomodule replacing the split-ring resonators would 
produce the same beam energies available now at ATLAS 
while enhancing their intensity for the production of 
radioactive beams in AIRIS. A second 109 MHz – β ~ 0.15 
QWR cryomodule similar to the energy-upgrade 
cryomodule [17], would boost the energy of ATLAS beams 
up to 20 MeV/u for the heavier ions and 30 MeV/u for the 
lighter ones, which would further enhance the production of 
radioactive beams in AIRIS from higher cross sections of 
several production channels [18]. 

Stage III 
This last stage will allow the simultaneous acceleration 

of three beams, one radioactive and two stable, to either the 
Booster energy or the full ATLAS energy to serve three 
experimental areas simultaneously. Higher intensity stable 
beams will be produced in a new superconducting (SC) 
ECR ion source and multiple charge states of radioactive 
beams will be combined to at least double their intensity. 
This last stage will require: 
� Replacing one of the existing ECRs with a new high-

performance SC ECR source. 
� Developing and installing a beam chopper system in 

the LEBT to inject two stable beams with close q/A 
ratios into two separate RF buckets. 

� Modifying the injection for multiple-charge-state 
radioactive beams from CARIBU EBIS. 

� Developing and installing two RF switchyards for 
areas II and III. 

� Modifying the experimental beam lines to allow the 
transport of multiple-charge-state and larger emittance 
beams. 

SUMMARY 
With the CARIBU EBIS installation next year, it will be 

possible to simultaneously accelerate radioactive and stable 
beams in ATLAS. This could significantly increase the 
available beam time to satisfy the increasing demand from 
the users. The overlap in charge-to-mass ratio between 
stable and radioactive beams is significant and should allow 
for a much needed flexibility in beam scheduling. 

We have presented a detailed plan to upgrade ATLAS 
with multi-user capabilities which could be implemented in 

three stages. The first stage is at low cost by adding a pulsed 
injection and extraction for simultaneous two- beam 
acceleration, which could be implemented in two years. The 
second stage will replace the remaining split-ring resonators 
with one or two QWR cryomodule and adds a pulsed 
switchyard after ATLAS, allowing two- beam acceleration 
to the full ATLAS energy. The third and last stage will 
install a new SC ECR for higher intensity stable beams and 
the simultaneous multiple-charge-state acceleration of 
radioactive beams. With the completion of this upgrade, 
three beams could be accelerated and delivered to three 
different experimental areas simultaneously. 
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EXPERIENCE WITH STRIPPING HEAVY ION BEAMS
H. Okuno, RIKEN Nishina Center for Accelerator-based Science, Wako, Japan

Abstract
Charge strippers play a critical role in many high-intensity

heavy ion accelerators. Recent progress on accelerator tech-
nology make charge strippers so critical that traditional car-
bon foils can easily reach the limit of their application due to
their short lifetime. In fact, three major heavy ion accelerator
facilities (GSI, MSU/ANL, and RIKEN) have extensively
studied alternatives to carbon foils to realize high-intensity
acceleration of very heavy ions such as uranium. For exam-
ple, the liquid lithium stripper was developed at MSU/ANL,
and the helium gas stripper and rotating beryllium disk strip-
per were developed at the RIKEN radioactive-isotope beam
factory (RIBF). The RIBF two strippers greatly contributed
to the increase in the uranium beam intensity. However, we
believe the Be disk stripper will reach its limit in near future
due to its large deformation and requires further development
for the RIKEN RIBF intensity upgrade program.

INTRODUCTION TO CHARGE
STRIPPERS

The production of high-intensity radioactive-isotope (RI)
beams is one of the important applications of heavy ion
accelerators. The three major heavy ion accelerator facili-
ties (RIKEN, MSU/NSCL, and GSI) are each operating or
constructing facilities (Radioactive-Isotope Beam Factory
(RIBF) [1], the Facility for Rare Isotope Beams (FRIB) [2],
or the Facility for Antiproton and Ion Research (FAIR) [3],
respectively) to produce high-intensity RI beams using in-
flight fission or projectile fragmentation of accelerated ura-
nium ions in order to explore inaccessible regions of the
nuclear chart. These facilities adopted different accelera-
tor schemes, such as cyclotrons for RIBF, superconducting
linear accelerators (linacs) for FRIB, and synchrotrons for
FAIR. However, all facilities begin the acceleration with low
charge state ions from the ion source and strip their charge
once or twice during acceleration to increase the energy gain
or decrease magnetic rigidity.
After passing through a stripper thick enough to reach a

charge equilibrium, the charge state is an increasing func-
tion of projectile energy. Figure 1 shows the equilibrium
charge state of uranium ions in solid as a function of projec-
tile energy. In this study, we focus on charge strippers for
uranium ion acceleration because these strippers encounter
the most difficult problems due to largest heat deposits and
heaviest radiation damage. The lines in Fig. 1 show the
paths of the charge states at the three facilities. To increase
the charge from 4+ to 28+, FAIR uses an N2 gas stripper
at 1.4 MeV/u because the acceleration of the low charge
state to 28+ is essential for reducing space charge forces
in the pulsed operation. To increase the charge from 33.5+
to 78+ on average, FRIB uses a liquid lithium stripper at
17 MeV/u. About 80% of the input ions can be gathered

using multi-charge-acceleration technique. Finally, RIBF
adopted two-step charge stripping at 11MeV/u and 51MeV/u
to increase the charge from 35+ to 86+. We identify the fol-
lowing requirements for charge strippers:

• High charge state,
• High stripping efficiency,
• Small energy spread,
• Long lifetime,
• Good stability.

A high charge state is required to reduce the total accelerat-
ing voltage and cost. In this sense, solid or liquid strippers
are preferred because the density effect provides about 20%
higher charge states compared to gas strippers. Suppression
of electron capture in low-Z materials is another method for
obtaining a higher charge state [4]. This suppression comes
from the slow velocity of electrons in low-Z materials, and
the resulting stripping efficiency should be high. The typical
stripping efficiency of a charge stripper is around 10–30%.
Using too many strippers decreases beam intensity to zero.
In some cases, the shell effect aids the high stripping effi-
ciency. Moreover, the energy spread after the beam passes
through the stripper should be small. There are the main
two causes for the energy spread: non-uniformity in the
stripper thickness, and straggling charge state energy arising
from the fluctuation of charge states in the material [5]. The
lifetime of the charge stripper should be long. In particular,
lifetime-related problems are critical to high-power beam
operation. Finally, good stability contributes to the stable
operation of the accelerator complex.

Figure 1: Charge evolutions in uranium acceleration for
FAIR, FRIB, and RIBF as a function of projectile energy
with an equilibrium charge state.
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RESEARCH AND DEVELOPMENT (R&D)
RESULTS FOR FRIB AND RIBF

This section describes the R&D results on the charge
strippers for FRIB and RIBF to show how the requirements
discussed in the previous section can be fulfilled.

Liquid Lithium Stripper at FRIB
The FRIB liquid lithium charge stripper was developed in

collaboration with Argonne National Laboratory (ANL) [6].
The charge stripper module primarily consists of a vacuum
chamber to produce thin liquid film and a compact electro-
magnetic pump. The length of the module is 2 m in the beam
line. This stripper is used for electron stripping light ions
to uranium at 17 MeV/u. The designed maximum power
deposition is 30 kW/mm3. A round lithium jet from nozzle
is impacted on the edge of the deflector to produce films as
thin as 10 µm. The velocity of the lithium liquid is 50 m/s,
and the temperature is approximately 200◦C. The electro-
magnetic pump makes lithium flow in a helical tube using
coupling between the radial field from a permanent mag-
net and current in the axial direction. The experimental
work was performed with low-energy proton beams from
the Low-Energy Demonstration Accelerator (LEDA) source
at the Los Alamos National Laboratory (LANL). The beam
was deposited on the liquid lithium film with a power den-
sity deposition similar to the maximum expected at FRIB
when accelerating 400 kW of uranium. The film was not
perturbed at the beam impact point as shown in Fig. 2. To
test the stability and reliability of the charge stripper, FRIB
will construct the charge stripper module within the next 6
months using continuous flow.

Figure 2: A photo of the high speed lithium film being
impacted by a 70 keV, 300 W proton beam.

Charge Strippers at RIBF
Figure 3 shows the acceleration scheme for uranium ion

beam at RIBF. The 35+ ions from the 28 GHz superconduct-
ing electron cyclotron resonance (SC-ECR) ion source [7]
are accelerated using four ring cyclotrons: RIKEN Ring
Cyclotron (RRC), fixed-frequency ring cyclotron (fRC),
intermediate-stage ring cyclotron (IRC), and superconduct-
ing ring cyclotron (SRC). The two charge strippers are in-
stalled at 11MeV/u and 51MeV/u to enhance the charge state

from 35+ to (64+/71+) and from (64+/71+) to 86+, respec-
tively. After 2006, our continuous efforts greatly increased
the uranium beam intensity from 0.03 pnA to 25 pnA. In
particular, the new injector with 28 GHz SC-ECR was com-
missioned in 2011 [8]. Figure 4 shows the beam intensity
of uranium ion at the exit of SRC, which was the last ring
cyclotron in 2007. Even when the beam intensity is about
one-ten-thousand of the goal intensity of 1 pµA, this de-
crease in the beam intensity clearly shows the degradation of
the conventional carbon foil used as the first stripper, which
motivated us to begin extensive R&D studies.

Figure 3: Acceleration scheme for uranium beams using two
strippers.

Figure 4: The current trend at the exit of SRC in 2007.

In our R&D for the first stripper, we consider both foils
and gas strippers in parallel. We first considered rotating
cylinder foils with large carbon foils to expand the irradiation
area. The first test failed catastrophically, and the foil broke
in 3 min. However, from measurements, we identified the
importance of the slow cylinder rotation and the robustness
of the carbon nanotube (CNT) foils. Finally, we found that
slowly rotating CNT-based foils can survive for a long time,
as shown in a user run in 2011 [9]. We further studied a gas
stripper, which measured equilibrium charge states in N2
and Ar gas, using a small gas cell with a differential pump-
ing system [10]. The charge states in these materials are far
below the acceptable charge states for fRC. However, we sug-
gested that low-Z gases can increase the charge state [4]. The
experimental results of the cross-sectional measurements
for electron-loss and electron-capture using the small gas
cell were promising and encouraged us to make prototypes
to measure fundamental data such as the evolution of the
charge state and the energy spread after the stripper [11].
Finally, we determined that the helium gas stripper practical
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even though some technical issues remained. In particular,
the most challenging issue is the sufficient confinement of
the thick helium gas in order to reach charge equilibrium.
However, we realized the helium gas stripper for practical
operations after overcoming the confinement issue [12], and
it has been working well since November 2012.
Figure 5 and 6 illustrate the fundamental data for the

charge evolution and energy spread of the uranium ion after
the stripper. Figure 5 clearly shows higher charge states
in He gas than those in Ar and Ne. Here, we note that the
charge reaches equilibrium slowly in He gas compared to
other gases because the electron-loss cross-section is pro-
portional to the square of the atomic number, resulting in
a smaller cross-section in He than that in other gases. The
obtained equilibrium charge states are consistent with the
cross-section measurements that show significant charge-
state enhancement in He gas compared to that in the ref-
erence N2 gas [4]. Figure 6 shows the energy spread of
the uranium ion. Charge state straggling is dominant in He
gas, while non-uniformity is dominant in carbon foils. The
red circled points show the energy spread in the operational
points. In real operations, a smaller energy spread can be
expected in He than that in fixed carbon foils. Moreover,
when rotating strippers are used, an additional energy spread
occurs due to non-uniformity in large carbon foils. Figure 7
shows the jitter of beam timing after the He stripper and
rotating carbon foil, and the periodic behavior shows the
non-uniformity of the thickness distribution in the large foil.

Figure 5: Measured and calculated charge-state evolution
for He, Ne, and Ar.

There was little R&D activity for the second stripper be-
fore the new injector system was commissioned because
the foil temperature can be kept low in low-intensity beams.
After the new injector operation began, the lifetime of the
fixed carbon foil became as short as 5–10 h due to high tem-
peratures of the foils. We then tested Be, Ti, and C wheel
strippers. Figure 8 shows the measured charge distribution
after the Be and Ti wheel strippers. The charge-state distri-
bution after the Be stripper is similar to that after the fixed
carbon foil stripper, reaching a maximum at charge state of

Figure 6: Obtained energy spread for He and carbon-foil
strippers as a function of the target thickness.

Figure 7: Jitter of the beam timing after the He gas stripper
and the rotating carbon-foil stripper.

86+. However, the charge state after the Ti wheel stripper is
low. The charge distribution after the carbon wheel could
not be measured because of the poor uniformity of thickness.
The energy distribution after the disks was measured by a
scintillation counter placed downstream of the second strip-
per. The data shows that energy width after fixed carbon
foil, Ti disk, and Be disk are comparable, while rotating
carbon disk had a very broad distribution. Based on the
fundamental data, we decided to use the Be disk [13]. We
had also measured the charge distribution in gas. However,
the mean charge after the N2 and He gases was more than
three times lower than that after the carbon foil. The lowest
acceptable charge state is 86+ for the last cyclotron, but we
could not achieve a sufficiently high charge state in gas.

OPERATIONAL EXPERIENCES AT RIBF
Table 1 lists the charge strippers adopted for user runs

after extensive R&D studies. In 2011, to accept the increas-
ing beams, we used large rotating CNT-based foils, which
greatly contributed to the extraction of a 2.4-pnA uranium
beam from SRC. In 2012, we replaced the carbon-foil-based
system with the He gas stripper and the Be disk stripper. The
fRC was modified to increase the bending power to accept
64+ for this replacement. These new charge stripping sys-
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Figure 8: Charge distributions of the uranium ion at
51 MeV/u after rotating Be and Ti disks.

Table 1: Charge Strippers Used during User Runs at RIBF

Year Q1 1st C.S. Q2 1st C.S. Q2 Iext.
(pnA)

2007- 35 C-foil 71 C-foil 86 0.8
2009

2011 35 Rotating CNT 71 C-foil 8+ 2.4
-SDC foil

2012- 35 He gas 64 Rotating 86 15-
Be disk 25

tems greatly contribute to the extraction and stable supply
of 15-pnA and 25-pnA uranium beams from 2012 to 2014.
Figure 9 shows the helium gas stripper [12], where 7 kPa
of He gas can be accumulated over a cell length of 50 cm.
The total thickness of He is 0.7 mg/cm2. Using 21 pumps,
about 430 m3/day of He gas can be circulated. The five stage
differential pumping allows eight order pressure reduction.
The resulting beam aperture is greater than 10 mm. The
stripper has a unique recycling system wherein gas leaking
through through the orifices in the gas cell is evacuated by
mechanical booster pumps (MBPs) and directly returned to
the gas cell chamber. Moreover, this system does not have
problems with oil contamination because the MBP is effec-
tively oil free. This system was utilized in real operations
beginning in November 2012. In practical operations, we
were concerned that the target thinning caused by the heat
load due to uranium beams will determine the application
limit of gas stripper. We measured the time-of-flight (TOF)
of U64+ beams as a function of the beam intensity using
phase probes during the operation. Figure 10 shows the time
difference of the ions. A large time difference indicates the
early arrival of the ion, which further indicates target thin-
ning due to increasing gas temperature. The beam intensity
at the gas stripper is around 0.6 pµA at maximum, which
corresponds to an energy deposit of 50 W. The data shows
that the increase in temperature is about 15 K which does
not affect on beam operation so much, suggesting that that
gas is not heated as expected. We believe some suppression

Figure 9: Cross-sectional view of the newly constructed
recirculating He gas stripper.

mechanism of the heat efficiency exists. We will perform
a spectroscopic study of the mechanism in the near future.
The second concerning point is impurity because the practi-
cal stripper recycles the helium gas where impurity could
easily be contained. The effect of impurity (air, water, hy-

Figure 10: Time difference in ion arrival from the He gas
stripper as a function of the beam current. Time difference
of 1 ns corresponds to a temperature rise of 22 K.

drocarbon) on the charge state can be large for the low-Z gas
stripper because the capture cross-section is proportional to
Z4.2. The level of impurity must be less than 100 ppm to
avoid affecting the charge state. Thus, the charge state in the
gas is very sensitive to impurities. Charge states with recy-
cled helium are compared to the charge evolution obtained
in Fig. 6; no significant difference could be identified.
As discussed previously, Be rotating disks were used for

the second stripper. The rotating disk module can provide
rotation speeds of about 1000 rpm at maximum and 60 times
the irradiation area of the beam spots [14]. Figure 11 shows
the disk before, during, and after irradiation. The disk thick-
ness is 0.1 mm, and the heat load on the stripper is around
90 W. The Be disk survived more than one month of beam
irradiation although the disk was severely deformed [13].
Beryllium is ductile above 400◦C and brittle below 400◦C.
Thus, the deformation is a result of thermal cycle properties
and has an effect on the beam quality after the stripper. In
fact, beam loss occurs in the operation due to fluctuation of
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Table 2: Candidates for Second Charge Strippers at RIBF

Material Status/Merits Demerits Future work
CH4 (gas) Experience in RIBF Combustible Charge state

Be (solid) Experience in RIBF Large deformation Improvement of structure

C (solid) Experience in RIBF Poor uniformity in thickness New material

SiC (solid) Heat resistant Low charge Charge state

Li (liquid) Experience in FRIB/ANL and BNCT Combustible Study using water

the beam after the second stripper as a result of the large
disk deformation.

Figure 11: The Be disk stripper before, during, and after
beam irradiation.

OUTLOOK AND SUMMARY
The Be disk will reach its application limit in the near

future due to its large deformation, and we need a stripper
that can survive beam irradiation with 2–3 times the present
beam intensity to realize 100 pnA at the SRC exit, which
is our goal intensity. Furthermore, more extensive R&D
studies will be performed because the charge stripper is
highly important to the future goal intensity. Figure 12
explains a proposed upgrade plan. The present scheme for
the uranium beam uses two charge strippers to breed the
charge from 35+ to 64+ and from 64+ to 86+. Only 5% of
the initial beam reaches the final accelerator with two-step
charge stripping. In essence, our upgrade plan disregards the
first stripper to increase the beam intensity by a factor of five
and to improve the beam quality. Moreover, the present fRC
should be replaced with a superconducting fRC to increase
the bending power for an acceptance of 35+. As a result,
the load to the charge stripper will be more severe. We will
test the candidates listed in Table 2, including methane gas,
beryllium with an improved structure, carbon disks with
good uniformity, silicon carbide, liquid lithium, and oil.
In summary, the charge stripper is a key issue for heavy

ion accelerators with high intensity. The liquid Li strip-

Figure 12: Acceleration scheme for optional intensity up-
grades using the present plan.

per research is continuing successfully at FRIB. Moreover,
the helium gas stripper solved the bottle-neck problem in
uranium acceleration, and the Be wheel was successfully
applied for the second stripper. For further intensity upgrade,
we need to continue research for the second stripper (CH4
gas, C, Be, SiC, and liquid Li).
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PRESERVING BEAM QUALITY IN LONG RFQS ON THE RF SIDE: 

VOLTAGE STABILIZATION AND TUNING 

Antonio Palmieri INFN-LNL, Legnaro (PD), Italy 

 

Abstract 
RFQs are the injectors customarily used in modern 

linacs and the achievement of a high beam transmission 
for a RFQs is of paramount importance in case of both 
high intensity linacs and RIBs facilities. This calls for an 
accurate control of the longitudinal inter vane voltage 
along the four structure quadrants (field stabilization), in 
order to keep its deviation from nominal value as low as 
possible (a few %, typically). In particular, for long RFQs 
(in which the structure length can be significantly higher 
than the RF wavelength), this aspect is more challenging, 
since the effect of a perturbation (e.g. due to mechanical 
errors and/or misalignments) on the nominal RFQ 
geometry has a major impact on voltage. This paper 
describes and analyses these issues, as well as the 
methods used to tackle them. 

INTRODUCTION 

In some important cases, the achievement of a high 
beam transmission (>95%) for a RFQ is a key issue for 
the proper operation of the overall facility in which the 
RFQ is included. This is particularly true in the cases of 
high intensity proton and/or deuteron RFQs (avg. beam 
power > 10 kW)  and in the case of RIB acceleration. In 
the first case, the high space charge at low energy induces 
beam losses giving rise to the structure activation with the 
production of neutrons, (p-Cu and d-d reactions), and the 
loss control has to be compliant with a hands-on 
maintenance of the machine. In the second case, the RIB 
current loss can jeopardize the quality of the outcomes of 
Nuclear Physics experiments, while lost RIBs in the RFQ 
can give rise to high-lifetime decay products, which can 
undergo implantation reactions in the RFQ body.  

These circumstances call for the adoptions of some 
adjustments in beam dynamics design and some stricter 
constraints on mechanical and electromagnetic 
parameters.  

One of the adjustments is the accurate control of the 
longitudinal behavior of the inter-vane voltage along the 
four quadrants of the structure, and of voltage 
disuniformities among the quadrants with deviations from 
the nominal values that shall not exceed a few %. For 
instance, the following table lists these constraints for the 
RFQs being developed at LNL, namely the IFMIF RFQ 
[1], the TRASCO RFQ [2] and the SPES RFQ [3]. All of 
these RFQs have been designed for CW operation. 

 

 

 

 

 

Table 1: RFQs Developed at LNL: Main Parameters 

 

 TRASCO IFMIF SPES 

status Constructed Construction in 
progress 

Developing 

f [MHz] 352.2 175 80 

l [m] 7.13 9.8 7.2 

R0[mm] 2.93-3.07 4.13-7.10 5.27-7.86 

/R0 1 0.75 0.76 

Ib [mA] 30 125 1e-6 

V[kV] 68 79-132 64-86 

W [MeV/u] 5 5 0.727 

E.M. segments 3 1 1 

Mech. modules 6 18 6 

dV/V range ±1% ±2% ±3% 

Q0  8000  (20% 

margin) 

12000 (25% 
margin) 

16000 (20% 
margin) 

RF power 
[kW] 

800 (20% 
margin) 

1250(25% 
margin) 

120(20% 
margin) 

 

 In order to understand the causes of these voltage 
deviations, it should be pointed out that the effect of a 
perturbation (e.g. due to mechanical errors and/or 
misalignments) on the nominal geometry in a four-vane 
RFQ provokes a mixing of the operating TE210 mode 
(Quadrupole mode) with neighboring quadrupole TE21n  
and TE11n dipole modes. Now, if the overall RFQ length l 
is significantly greater than the wavelength , the 
eigenfrequencies fn of the neighbouring modes can be 
very close to the operational one, i.e. f0, thus enhancing 
the perturbation effect. The measures that are undertaken 
to tackle this issue consist in the “stabilization” and 
“tuning”. In particular, the RFQ stabilization involves 
actions that can be taken before knowing the actual RFQ 
voltage profile (i.e. in the design phase), namely: 1) The 
usage of coupling elements (resonant coupling) [4] this 
method consists in dividing the RFQ in N resonantly 
coupled segments and has the advantage of increasing the 
frequency spacing between the f0 and the frequencies of 
the other quadrupole modes. This method is used mainly 
in RFQs with L/ > 6 [5, 6, 7], 2). The usage of 
stabilizing devices for the dipole modes (dipole stabilizers 
or DSRs) [8]: this method consists in inserting 
longitudinal bars in the RFQ volume in correspondence of 
the end-cells and coupling cells, which do not perturbate 
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the quadrupole mode, but shift the dipole frequencies and 
create a “dipole-free region in the neighbourhood of the f0 
frequency. The RFQ tuning, indeed, consists in those 

actions that, starting from the actual knowledge of the 

voltage along z, and of the frequency in the real RFQ 
(typically by measurements), allow the attainment of the 
voltage specifications at the target frequency. In the 
following, this aspect will be analyzed in detail. The 
analysis will be carried out for four-vane RFQs only, and 
in particular for the RFQs developed at LNL.  

 

RFQ CIRCUIT MODELING 

A four vane RFQ can be modelled with a five 

conductor (the four electrodes E1, E2, E3 and E4 plus a 

“virtual” ground) transmission line, whose infinitesimal 

element of length dz is shown in Figure 1[9]. This 

topology is similar to the four-conductor line used in [10]. 

In such circuit the Lsi (i=1,..,4) are the inductances 

associated with the longitudinal current flow along the 

vanes, Li and Ci are respectively the inductances 

(integrated in length) associated with the flux of magnetic 

field through the RFQ cross-section and the intra-vane 

capacitances (per unit length). Ca and Cb are the 

capacitances (per unit length) between opposite vanes. 

 

Figure 1: The RFQ equivalent transmission line. 

In the ideal RFQ (Ci=C, Li=L and Ca=Cb, i=1,..,4), by 

defining 
2

0 1/ LC   and 
ah C / C ,  the line equations 

can be written as follows, where Ui are the inter-vane 

voltages (Ui=E(i mod 5)+1- Ei). 
2 2

1

2 2 2

d 1

dz c c

     
U

C L U (1) 

Here
1A C L is a 4x4 circulant matrix defined by the 

vector 0
2
/4)[1+2/(1+h),-1,-(1-h)/(1+h),-1].The 

eigenvalues of A are proportional to the quadrupole TE21 

and dipole TE11 frequencies ( q 0f f  and d 0f f / 1 h  ), 

plus a zero eigenvalue corresponding to the “monopole 
mode” the only goal of which is to guarantee the voltage 

consistence of U1+U2+U3+U4=0. A transformation 

between modal voltage vector 

1 21 2
ˆ

q m d dq m d d
U U U U   U e e e e and vane voltage vector

U is therefore established. Moreover, this transformation 

decouple the transmission line in three independent 

equivalent lines, corresponding to the Q and the two D 

modes, with longitudinal wave number

2 2

c(1/ c)     where c can be q or d. If boundary 

conditions for the RFQ U’(0)=U’(l)=0 @f=,fq0 are 

assigned via a resonant lumped LC element (End-cell) 

[8], longitudinal quadruople and dipole eigenfrequencies 

fq0, fq1,…fqn,… fd0, fd1, …fdn,…and orthonormal 

eigenvectors
qnqn

  1e , 3dnd1n
  e 4dn 0d2n

,n N  e
can be determined.  

PERTURBATION ANALYSIS 

In case of geometric errors in the RFQ vane and/or 

vessel profiles, a perturbative term δA  appears. From the 

purely geometrical point of view, this term is due to 

capacitance perturbations δC   (i.e. due to mean aperture 

R0 deviations from the nominal value) and/or inductance 

perturbations δL  (i.e electrode height H or tank radius 

deviations). In this case, the perturbed operator reads    2 21 1 1
c c      δA C L C δL C δCA  

and, in the modal basis,  2 1 12c
  δk S C δL δCA S . 

S being the eigenvector matrix. Therefore it is possible to 

write the explicit expression of the perturbed voltage of 

the RFQ as follows: 
0UU  , with 

1 20 0 1 2
1 0 0

qn d n d nq q qn d n d n
n n n

a a a   

  
               

where 
2

QQ QQ0
qn q0 qn2 2

0 qn 0

2
Qd1,Qd2 Qd1,Qd20

d1n,d2n q0 dn 02 2

0 dn 0

C L
a ( )dz n N

4( ) C L

C L2
 a ( )dz n N

4( ) C L

      
       




with 

QQ i QQ i

i i

C C  L L        

Qd1 1 3 Qd2 4 2

Qd1 1 3 Qd2 4 2

C 2( C C ) / (1 h), C 2( C C ) / (1 h)

L 2( L L ), L 2( L L )

         
         

The perturbed quadrupole frequency is: 
22

0 0 q0 q0
ˆ ˆc / 2    U δk U .  

The term (0
2
-n

2
)/0

2 
is proportional to (/l)

2
 and 

therefore, the longer the RFQ, the more important is the 

perturbation effect. Moreover, it is evident that a key 

parameter is the dependence of the L’s and C’s on the 
geometric errors in the RFQ, which cause a variation of 

Therefore it is possible to write that Ci=R0R0+ 

and L =i  H H+ Wb W , and equivalently that bf0=R0R0++=HH+WbW . On the other hand, it b

should be observed that, while  depends only on 

Ls1

C4,L4 C1,L1

C3,L3

E1

E2

E3

Ca

E4 Cb

C2,L2

Ls2

Ls4

Ls3

the local cut-off frequency f0 for the Q mode 
δf0=−(1/2(f0/C)δC+1/2(f0/L)δL). In particular, it has to be 
taken into account that the C depend mainly on R0 and ρ, 
while L depend mainly on the upper RFQ wall height (or 
tank radius) H and on the electrode thickness Wb. 
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construction accuracy (±10-20 m is the state of the 

for the inductive terms, their sensitivities  H and Wb turn 

out to be one order of magnitude lower than the 

corresponding capacitive ones. These parameters, 

obtained via 2D and 3D simulations are listed in Table 2. 

Table 2: Frequency Sensitivities W/O Geometric Deviations 

for the RFQs Developed at LNL (per Quadrant) 

 TRASCO IFMIF SPES 

R0 [MHz/mm] 40 7.6 to11.8 2.7 to 3.5 

 [MHz/mm] -30 -3.6 to7-5.3 -3.2 to -2.2 

H [MHz/mm] -3.2 -0.9 -0.13 

Wb[MHz/mm] 2.0 0.55 0.16 

 

With these values it is possible to analyze the effect of 

a perturbation on the quadrupole TE210 voltage profile. As 

a first example, the misalignment of one electrode will be 

considered on a 9.9 m un-segmented RFQ with constant 

U and R0 operating at 175 MHz with ideal boundary 

conditions for the Q mode with R0=7.6 MHz/mm. In 

particular, in case one electrode is displaced of R0=0.05 

mm away from beam axis for all z in the interval [a, 

l/2+a] with respect to its nominal position and with a 

varying in the interval [0, l/2], a corresponding 

perturbation of the capacitances C1 and C4 occurs. As 

expected, the perturbed voltages are proportional to R0 

and the Q component scales as (/l)
2
 The diagram is 

shown in Figure 2 for the case of Q and D components.  

 

 Figure 2: The voltage perturbations (Q component, left, 

Already from this example it is possible to notice that, 

only with electrode misalignments in the order of tenth of m, the voltage specifications are not met, and the RFQ 

stabilization mechanisms alone are not able to meet the 

requirements. 

TUNERS AND TUNING RANGE 

In order to meet the requirements, it is necessary to use 

a system of NT slug tuners per quadrant. Tuners are 

metallic cylinders of radius a placed on the upper walls of 

the RFQ and inserted for a depth h in the cavity volume, 

which compensate the geometric variation in capacitive 

region with corresponding variations in the inductive 

region. Figure 3 shows the tuners for the TRASCO RFQ. 

 

Figure 3: Tuners inserted in the TRASCO RFQ. 

 A tuner placed in the position zi (i=1,..,NT) varies both 

the local cut-off frequency for any z in the interval 

 [zi-a,zi+a], and global resonant frequency according to 

the relationships (for h>0)   fq0(zi) =t2Dhi f0=3Dh 

Therefore, if the function fq0j(z)≈-+1/2Cj(z)/C, 

(j=1,..,4) is known, by setting the tuner heights hi in such 

a way that Lj(zi)=-(L/C)Cj(zi) it is possible to 

compensate the capacitance and therefore the voltage 

perturbation. The basic idea is that the tuning range (the 

frequency interval that can be spanned by the tuners)  

  

(local and global) shifts induced by the maximum R0 

error to be expected. It should be noticed that, since the 

overall frequency perturbation is due to terms coupled 

with operating mode, it is not compensated by the 

previous relationships. As an empiric rule, half of the 

tuning range is employed for  f0 correction and the other 

half for voltage correction. Typically, the tuning range is 

expected to be symmetric about the operational frequency 

f0, i.e. fTR =[f0 - fTR /2, f0 + fTR /2] corresponding to  

[0, h1+h2]. This is due to the fact that, if h<0, the tuner 

sensitivity decays exponentially. In particular, this implies 

that f0 is higher than the average cut-off frequency for the 

TE210 mode of the RFQ fq0 of an amount equal to fTR/2. 

 An unwanted but unavoidable effect of tuners is the 

increase in power consumption. An estimation of such 

effect can be done by considering the case of maximum 

h1+h2 and calculating the dissipated power on the tuners P (with a factor 2 safety margin). This extra power has 

to be considered when dimensioning the RF system, too. 

Table 3 lists a comparison for the tuning ranges of the 

RFQs developed at LNL. 

Table 3: Tuning Ranges for the RFQs 

 TRASCO IFMIF SPES 

 96 88 96 

a [mm] 24.5 44.5 44.5 

R0 range[mm] ±0.05 ±0.1 ±0.2 

f range[MHz] ±1 ±1 ±0.5 

h1+h2 range[mm] [-10, 10] [-15, 30] [0,80] 

P/P0 [%] 4 7 8 

-0.2

-0.15
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D component, right). 

art), χR0 depends on electrode positioning (errors of  
±100 μm can occur), due to alignment and/or brazing. As 

defined as ΔfTR=4NTχ3D(h1+h2), should correct frequency 
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PERTURBATION SYNTHESIS AND 
TUNING ALGORITHM 

The basic idea of perturbation synthesis is that the 

capacitance (or inductance) perturbative terms can be 

spanned in series of the quadrupole and dipole 

eigenfunctions qm and 
dm  Therefore, coefficients bqm, 

bd1m,d2m exist such that: 
NQ Nd1,Nd2

QQ qm qm Qd1,Qd2 d1m,d2m dm

m 1 m 0

C b , C b
 

        

where NQ, Nd1 and Nd2 are the number of harmonics 

used. Now, provided that the measured perturbed 

components Uq, Uqd1 and Uqd2 can be spanned in series 

of RFQ eigenfunctions as follows, 
l l

qn q qn d1n,d2n qd1,qd2 dn 0

0 0

a U dz n N, a U dz n N       
The substitution of the above expression in the 

perturbative voltage development leads to the following 

matrix equations, from which the unknown coefficient 

bqm, bd1m,d2m can be obtained 
( ) ( ) ( )

1 1 2 2, ,q d d

q q d d d d
  C b a C b a C b a  

The NTx4 matrix δh  of tuner heights can be 

transformed into the modal function basis, thus obtaining 

the three vectors of NT elements hQ, hd1, hd2 Such 

vectors can be multiplied by appropriate gain parameters 

gQ, gd1 and gd2, in order to speed up the tuning 

convergence process. For example, let us consider the 

frequency shift of 150 kHz and Q [D] perturbations on 

nominal voltage of ±10% [±20%]. With the usage of 24 

regularly spaced tuners per quadrant (zT=l/24), the 

tuning algorithm is implemented with gQ=gd1=gd2 3.5, 

Nq=Nd=2. In this case, the tuner depth profiles which 

reduce all perturbative components within ±2% are shown 

in Figure 3. The tuning range is able to compensate the 

effect of such perturbation, but, at the same time, it 

saturates for z<2m. This is an indication of the 

relationship between the R0 and h1+h2 ranges.  

 

Figure 4: Tuner depths vs position for SPES RFQ (test 

case). 

Due to the discreetness of tuner positions, the tuning 

procedure scheme is iterative and some iterations are 

needed in order to converge up to the attainment of the 

specifications. The tuner spacing should be kept as 

uniform as possible although, in principle, tuner 

periodicity is broken by the presence of vacuum ports, 

couplers etc. In fact, if the same exercise of Figure 4 is 

repeated for a set of tuners spaced in six groups of four 

tuners with zT=l/48, and with a tuner free zone of 5l/48 

between each set, the Q component lies within ±4% with 

the same tuner height range.  

An interesting spin-off of this analysis consists in the 

identification of the water variation temperature to be 

applied to the RFQ vessel in case of a detuning during 

high power operations. The RFQ frequency is controlled 

by varying the temperature difference between vanes and 

vessel T-Tv. Now, if one of the two temperatures (i.e. 

vane) is kept constant and N independent cooling circuits 

are foreseen for the vessel, each l/N long subdivision of 

the RFQ can act as a tuner. The case of IFMIF RFQ, with 

N=3 (3 supermodules) Tv=15ºC, ∂f/∂(T-Tv)=16kHz/°C, 

T=22°C is an example. Let us suppose that some detuning 

occurs due to thermal-induced deformation at RFQ 

extremities (R0=0.1 mm  to 0 mm in the first and last 20 

cm of the cavity): such effects were observed for instance 

in the  High Power Testing of TRASCO RFQ . In Figure 

5 it is possible to see the comparison between untuned 

and tuned voltage: the temperature variations needed to 

tune the voltage were +0.9ºC in Supermodules 1 and 3 

and -1.8C in Supermodule 2.   

 

Figure 5: Estimation of Voltage tuning with water 

temperature variation: untuned [tuned] Uq/Uq0 (solid 

curve) [(dotted curve)]. 

EXPERIMENTAL RESULTS 

The methods described in this paper were experimentally 

tested on the TRASCO and IFMIF RFQs. In particular, 

the following set-ups were measured: 1) The first 2.36 m 

module of the TRASCO RFQ, used for high power 

testing [2], 2) the 9.9 m full-scale aluminium model of the 

IFMIF RFQ [11,12], and 3) the 2m IFMIF RFQ (3 

modules (16
th

 ,17
th

  and 18
th
 ) out of 18 + 1 39 cm RF 

plug) to be used for the High Power tests. The functions 

Ui(z) were measured with the Bead Pulling technique, 

with dielectric bead in case 1), magnetic bead in case 3) 

and both in case 2). If a metal bead is used, the presence 

of the tuners strongly affects the phase acquisition. 

Therefore, the raw phase data need to be properly 

interpolated in order to get rid of the tuner-induced 

bumps.  The available tunable dummy devices are: a) 

Tunable end-cell: the proper boundary condition is 

obtained by varying the end-plate thickness, b) Tunable 

DSRs (case 1 only): the attainment of the dipole-free 

case of the SPES RFQ with two electrodes displaced of 
0.2 mm, R0=5.8 mm, χR0=3.5 MHz/mm. This leads to a 
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region is obtained by varying the length of the rods at 

both RFQ ends (Figure 6), c) Dummy aluminium tuners. 

The initial step in the tuning consists of experimentally 

determining the optimum thickness of the End Cell and 

DSR lengths. The tuning algorithm is then applied to the 

dummy tuners. Finally, the coupling dummy loop(s) is 

included in order to verify its effects on the voltage 

uniformity and final end plates are mounted: copper 

tuners are machined to length and replaced in batches (4 

batches in case 1, and 3 batches in case 3), in order to 

perform minor correction to the tuner heights if needed 

(Figure 7).  

 

 

Figure 6: Tunable (left) and final (right) end cell equipped 

with DSRs used for the TRASCO RFQ High Power 

Tests. The inserted thickness of the end plate (octagon) is 

visible. 

 
Figure 7: Dummy (left) and copper tuners brazed and to 

be machined to length (right) for the IFMIF RFQ. 

 

The results of tuning procedure are summarized in Table 

4. In particular, it should be considered that the tuning 

results in the 3
rd

 column do not include the RF plug.  

Table 4: Summary of Tuning Procedures 

 TRASCO IFMIF Al 
model 

IFMIF High 
Power test 

Tuner heights [-4.8,11.5] [11.2, 18.2] [-14.7, 12.2] 

Uq/U0 [%] 

untuned (tuned) 

+12/-15 

(±1) 
-21/+22 

 (±2) 
-8/+3 

 (-0.5,+1.0) 

Uqd1/U0 [%] 

untuned (tuned) 

-10/+4 

(±1) 

±3 

 (±2) 
-0.3/+0.9  
(0, 0.8) 

Uqd2/U0 [%] 

untuned (tuned) 

-7/+17 

(-1/+2) 

-1/+3  
(±2) 

0.3/0.9  
(0.2/0.8) 

 

Here, “untuned” means that all the tuners were set at 

half of their range. In the case of IFMIF Al model, the 

fact that the tuners are not regularly spaced provokes the 

large perturbation for the Q mode. Fig. 8 shows the 

comparison between measured voltage Uq/U0 (red 

curve) and the same quantity obtained with perturbative 

analysis (blue curve), in the untuned case for the IFMIF 

RFQ Aluminium model. 

 

 

Figure 8: Uq/U0: measured data (red curve) vs 

Perturbation Analysis forecasts (blue curve). 

Finally, Figure 9 shows the final tuning results for the 

TRASCO and IFMIF High Power Test RFQs. 

  

Figure 9:Uq/U0 obtained for TRASCO (left) and IFMIF 

(right) RFQs.  

CONCLUSIONS AND PERSPECTIVES 

The analysis proved useful in the design phase of the 

RFQ. The identification of the needed tuning margins and 

experimental results confirmed the adopted approach. The 

next steps include the tuning of the final structures 

considered in this paper and the analysis on the effects of 

“real” RFQ voltage profile on beam dynamics parameters. 
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H- BEAM OPTICS FOR THE LASER STRIPPING PROJECT 
T. Gorlov, A. Aleksandrov, S. Cousineau, V. Danilov, M. Plum, ORNL, Oak Ridge, TN, USA

Abstract 
Successful realization of the laser stripping experiment 

depends on the correct tailoring of the H- bunch and the 
laser beam. H- beam preparation is a challenging task, 
with the requirement to tune up about 10 parameters 
simultaneously in situ, taking into account the live state of 
the accelerator. This makes a huge technological 
difference compared to the foil stripping method. In this 
paper, we present our experience and our methods of 
tuning the H- beam. 

INTRODUCTION 
We prepared an experiment to demonstrate laser 

assisted stripping of a 10 microsecond H- beam at the 
Spallation Neutron Source (SNS) accelerator. The general 
up-to-date information about the status of the project can 
be found in [1, 2]. More information about the history and 
background can be found in [3, 4]. The new experiment 
expects to achieve more than 90% stripping efficiency. 
This requires an experimental station including routine 
hardware, magnets [5], and beam instrumentation. The 
most important scientific aspect for successful realization 
of the experiment is the tuning of the laser beam and the 
H- beam at the interaction point. The recent work about 
the laser system can be found in [6]. In this present paper, 
we present a theory and experimental methods of tuning 
the H- beam. 

The first big challenge of beam tuning is that all of the 
H- beam parameters, such as Twiss parameters and the 
dispersion functions, must be tuned simultaneously for 
high efficiency stripping. Laser tuning is a large, separate 
work and is based on the H- beam parameters. This factor 
makes the method of laser stripping injection much more 
difficult compared to the foil stripping injection. Another 
particular difficulty is that the SNS accelerator has not 
been developed for this sort of experiment, and beam 
tuning and manipulation is limited and not optimized. The 
location of the experiment has been chosen taking into 
account maximum beam flexibility at the interaction point 
(Figure 1). 

Figure 1. Location of the laser stripping experiment at 
SNS. 
 
    In this paper we will discuss various methods of H- 
beam parameter tuning for the laser stripping experiment. 

INTERACTION BETWEEN H0 AND 
LASER BEAM 

After H-  H0 + e- stripping by the first stripping 
magnet, the H0 bunch interacts with the laser beam at the 
interaction point (Figure 2), which provides excitation of  

Figure 2. Interaction of H0 beam with the laser beam. 
 
H0 from the first ground state to the third excited state. 
The beam energy is supposed to be 1 GeV in the 
experiment and incidence angle  between laser and H0 
beam, which can be calculated from Equation (1) [3]: 
 

    
)cos1(0   (1) 

 
where  and  are relativistic factors of a bunch. This 
formula gives most optimal resonant conditions for H0 
beam excitation. This formula gives  = 39.330 for TH0 = 
1 GeV. The theory of laser stripping excitation [3] shows 
that each particle of the H0 beam should interact with the 
laser beam in a proper way (it must have proper energy, 
angle, and position). In this way, Twiss parameters of the 
H0 bunch must be properly tuned for high efficiency 
excitation. 

TRANSVERSE BEAM OPTICS 
Transverse beam parameters can be defined at least by 

three vertical { y, y, y}, and three horizontal { x, x, x} 
Twiss parameters plus dispersion and its derivative. The 
laser stripping location point (see Figure 1) has a large 
number of "knobs" to control these parameters. 

Transverse Emittances 
Equation (1) can be considered as a perfect resonant 

condition for particle excitation, although the whole 
bunch has some angular spread depending on emittances 

x, y. The default non-normalized emittances during SNS 
production is about 0.3  mm × mrad for the vertical and 
the horizontal plane. This number can be reduced to 0.1  
mm × mrad and smaller with the help of LINAC 
apertures. In addition to the angular spread, small 
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transverse emittances allow the achievement of a small 
transverse size that improves the overlap between the 
small laser beam and the H0 beam. 

Tuning of Transverse Twiss Parameters 
The SNS accelerator has a large number of quadrupoles 

to manipulate the beam at the interaction point. There is a 
big question that has been studied empirically: what 
should be the optimal number of quadruples upstream of 
the interaction point? On one hand, a small number of 
quadrupoles gives limited flexibility to manipulate the 
beam. On the other hand, a large number of quadrupoles 
provide better flexibility to control beam parameters but 
involve a very long part of the accelerator and make it 
difficult to provide a good agreement with a model. After 
some empirical study, we decided to take last 7 upstream 
quadrupoles Quad20–Quad26 for tuning the transverse 
beam parameters. The method follows these three stages: 

1) We measure more than three vertical and 
horizontal beam profiles to determine Twiss 
parameters at the beginning of Quad20. 

2) We run an application that optimizes Twiss 
parameters at the interaction point and generates a 
number of Quad20–Quad26 solutions (Figure 3). 

3) We select the most optimal solution with the best 
combination of H0 bunch parameters. 

   The application defines goals parameters at the 
interaction point and gives multiple solutions for this 
interaction point. Then we set up quadrupoles for the 
selected solution from the table. Different Twiss 
parameters have a different role at the interaction point. 

Vertical and Horizontal Size 
As a rule, the laser beam has a small transverse size and 

a large power density. For this reason, the vertical size of 

the H0 beam should be small enough to provide good 
overlap with the laser beam. Solutions in Figure 3 show 
that we can tune the beam with vertical root-mean-square 
(rms) size < 0.1 mm. Figure 4 shows that the predicted 
vertical size agrees with the measurement.  

Figure 4. Example of vertical beam profile measured with 
the wire scanner for one of beam tuning. 
 

The final vertical size is an important parameter to 
know prior to the experiment because it defines the laser 
beam size to be adjusted. The horizontal size is not as 
important as the vertical size because the laser shoots in a 
horizontal plane. However, the horizontal transverse size 
is still important and should be smaller than about 2 mm. 
The horizontal beam size also correlates with the 
horizontal angular spread, which is much more important 
(see the “Horizontal angular spread”  section below). 

 

Figure 3. Screenshort of the application with an example of generated solutions for laser stripping. 

Maximum Beam Size 
The "Rx" and "Ry" columns in Figure 3 show the 

maximum transverse beam size along the Quad20–
Quad26 that should be small enough (less than 10 mm) to 
prevent beam losses in a vacuum chamber. 

 

Horizontal Angular Spread 
The horizontal angular beam spread is considered to be 

one of the main impacts for resonant excitation (1) and it 
should be as small as possible for more excitation 
efficiency. In a simple model, the rms angular spread is 
proportional to Twiss parameter 1/2 where  = (1 + 2)/ . 
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In this way 1/  should be as big as possible (see the 
corresponding column in Figure 3). A bigger value of 1/  
leads to a bigger horizontal beam size and produces a 
worse result. The empirical study shows that the optimal 
value should be about 10. 

Horizontal Dispersion Function 
Bending magnets of SNS accelerator (see Figure 1) 

give extra flexibility to manipulate the horizontal 
dispersion function at the interaction point, which would 
be zero in pure LINAC configuration. Horizontal beam 
size depends on Dx function that must be zero at the 
interaction point to keep the horizontal size smaller.  

Horizontal Dispersion Derivative Function 
This is probably the most interesting parameter from 

the point of view of laser stripping theory. Equation (1) 
gives the perfect resonant condition incidence angle-
energy relation for the H0 particle. The laser cannot be 
adjusted perfectly for all beam particles because of its 

angular-energy spread, but the resonant condition can be 
significantly improved by introducing correlation 
according to (1) between angle-energy for particles in the 
bunch. The parameter of dispersion derivative Dx' is 
responsible for the correlation and it can be adjusted due 
to the SNS dipole bending magnets. Optimal Dx’ can be 
calculated from the following equation: 

2

00

0'

12
m
T

Tm
m

Dx
.  (2) 

 
Dx' = 2.6 for T = 1 GeV H0 beam energy, 0 = 102.5 nm,  
= 355 nm, mH0 = 0.938 GeV (mass of H0). Dx is defined 
as x/( pz/pz). The sign of Dx' is important and depends 
on the frame and the laser beam direction. It should be 

2.6 in our definitions. 

Figure 5. Laser stripping experimental tuning of transverse parameters for laser stripping. 

Experimental Tuning of Transverse Beam 
Parameters 

Figure 5 presents an example of tuning transverse 
parameters for laser stripping at the interaction point. The 
lower picture presents the vertical and horizontal size of 
the beam (solid lines for a model and a point for 
experimental measurements with the help of a wire 
scanner). The upper plot shows the dispersion function. It 
can be seen that the model agrees with the experimental 
measurements—at least at the vicinity of the interaction 
point—five wirescanners to the left and one wirescanner 
from the right. The laser stripping parameters at the 

interaction point can be measured after wire scanner 
installation for the experiment. 

Fine Tuning of Transverse Beam Parameters 
The parameters, rx, ry, Dx, Dx', measured at the 

interaction point, can be different from the model; for 
example, Dx = 0.5 m instead of 0.0 m and Dx' = 2.43 
instead of 2.6 (see Figure 5). The application (Figure 3) 
has an option for a small correction of the parameters. 
After a satisfied solution has been chosen and the 
parameters at the interaction point have been measured, 
this function changes the parameters for a small value 
without changing other ones. In this way, there is a 
chance to correct the parameters for better efficiency.  
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LONGITUDINAL BEAM OPTICS 
The laser beam has micropulse duration of 55 ps 

FWHM [6]. In this way, it is obvious that the H0 
micropulse should be comparable to the laser pulse for 
good overlap. Calculations [7] show that the longitudinal 
rms size of the H0 should be 3 degrees (25ps FWHM) or 
smaller in terms of 805 MHz frequency. Measurements of 
the default beam at the interaction point gives 10–20 
degrees (see Figure 6). 

Figure 6. Longitudinal beam size for different cavity 
settings. 
 
    Previous work [7] presents a detailed theoretical and 
experimental study of the bunch shortening. In this paper, 
Figure 6 shows that a shortened bunch between 300 m 
and 380 m has an extraordinary significant jump in 
bending magnets when the quadrupoles are adjusted for 
transverse laser stripping tuning. The last column of the 
table in Figure 3 presents the approximate longitudinal 
beam size, which is important when selecting the optimal 
solution for laser stripping. Calculations show that it’s 
acceptable to have solution with 4 degrees maximum 
longitudinal size. Figure 7 presents the space charge 
effect on the longitudinal beam size. 

Figure 7. Space charge effect. 
   The average current of H- minipulse should not exceed 
1 mA for the laser stripping experiment. 

LASER STRIPPING EFFICIENCY 
The laser stripping efficiency calculation must be based 

upon bunch parameters achieved in an experiment. At this 
time, independent transverse and longitudinal beam 
parameters have been achieved separately and can be 
used to generate a realistic beam for an efficiency 
estimate. We do it in the following way: The laser 
stripping application in Figure 3 has been developed for 
online beam tuning. It is based on a linear envelope model 
and is written for a fast solution of the bunch 
optimization.  

1) We take parameters of quadrupole fields and input 
emittance and insert them into the PyOrbit [8] 
accelerator program together with the longitudinal 
bunch shortening cavity configuration.  

2) After tracking the particle beam, we obtain the H0 
particle bunch at the laser stripping interaction 
point. 

3) We use the H0 bunch for the laser stripping 
application also written in the PyOrbit code to 
calculate laser stripping efficiency. 

   We used 10,000 particles for H0 bunch simulations. The 
example of longitudinal phase space distribution is shown 
in Figure 8. 
 

Figure 8. Longitudinal phase space of H0 bunch at the 
interaction point generated by the PyOrbit code. 
 
   Figure 8 clearly demonstrates non-Gaussian behavior of 
the bunch. We used the round Gaussian laser beam for 
simulations (Figure 9). 

Figure 9. The round Gaussian laser beam for laser 
stripping simulations. 
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   The laser beam is defined by fixed parameters of Peak 
power = 0.8 MW, and longitudinal pulse width FWHM = 
55 ps. The variable laser beam parameters at the 
excitation point w and w = dw/dz is replaced by the beam 
radius of power density r = 0.5 w and the radius slope r = 
0.5 w. Figure 10 presents laser stripping efficiency as a 
function of r and r. 
 

Figure 10. Laser stripping efficiency as a function of the 
variable laser beam parameters of the radius and its 
divergence. 
 
   The peak of this plot has a single point with 99% of 
excitation efficiency for r  0.3mm and r  0.4 mrad. 
This picture is important for the design of a laser system 
because tuning a laser beam optics is not as flexible as an 
H- beam optics and must be known in advance. It should 
be noted that this is just up-to-date study of laser stripping 
efficiency; final calculations can be done only after 
diagnostics are installed at the interaction point and after 
the final beam tuning is done for 1 GeV beam. 

Figure 9 schematically represents interaction point z 
and beam divergence  with a positive sign while the real 
experimental interaction point will have a negative sign 
and convergence for technical simplicity. Figure 10 has 
symmetry relatively to beam divergence . 

SUMMARY 
 Transverse and longitudinal tuning of the H- 

beam has been studied separately and 
satisfactory beam parameters have been 
achieved. 

 As a next step, it would be good to make 
simultaneous experimental tuning of transverse 
and longitudinal beam parameters.  

 A lot of empirical methods and parameter tuning 
have been learned during the study of H0 beam 
optics in spite of the existing straightforward 
models of beam dynamics. 

 An application for online laser stripping H- beam 
tuning has been developed. Real beam tuning 
functions, such as a beam correction, have been 
implemented into the application. 

 Calculations show that a bunch with the 
achieved longitudinal and transverse parameters 
would give 99% laser stripping efficiency. 
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BEAM DYNAMICS AND EXPERIMENT OF CPHS LINAC * 
L. Du#, C.T. Du, X.L. Guan, C.X. Tang, R. Tang, X.W. Wang, Q.Z. Xing, S.X. Zheng, Key 

Laboratory of Particle & Radiation Imaging (Tsinghua University), Ministry of Education, Beijing 
100084, China 

M.W. Wang, Northwest Institue of Nuclear Technology, Xian, China 

Abstract 
We present, in this paper, the present beam dynamics 

simulation results and experiments of the 3 MeV high 
current proton linac for the Compact Pulsed Hadron 
Source (CPHS) at Tsinghua University. The beam 
dynamics simulations of the recent status of the linac have 
been done, which helps the operation. Facility used for 
2D beam profile measurement which is based on the CT 
algorithm with rotatable multi-wires, is under 
development. Some other experiments such as beam 
position measurement will also be introduced below. 

INTRODUCTION 
The Compact Pulsed Hadron Source (CPHS) project at 

Tsinghua University was launched in the year of 2009 [1], 
whose layout is shown in Figure 1. The final expected 
parameters of the CPHS linac are: beam energy to be 13 
MeV, beam current to 50 mA, repetition rate to be 50 Hz 
and pulse length to be 500 μs. 

 
Figure 1: Layout of CPHS project. 

So far, CPHS has achieved its mid-term objective: 
delivering the 3 MeV proton beam to bombard the 
Beryllium target [2].  Figure 2 shows the status of CPHS 
linac facility at Tsinghua University recently, which 
contains one ECR Ion Source (IS), one Low Energy 
Beam Transport line (LEBT), one 4-vane Radio 
Frequency Quadrupole (RFQ) accelerator, and one High 
Energy Beam Transport line (HEBT) [3]. 

 
Figure 2: CPHS linac facility and the target station. 

Figure 3 shows the operation status of the CPHS linac 
in 2014. The transmission rate of the RFQ is 70% recently, 
which is lower than the designed value of 97% and 
primary experimental value of 88% (with input peak 
current of 50mA at 50 µs /50 Hz). The reason may come 
from the unmatched beam from the LEBT, or the 
deformation of the RFQ cavity. Therefore, the linac will 
be inspected separately to solve the problem in the next 
stage. 

 
Figure 3: Operation history of the 3 MeV linac in 2014. 

In this paper, the beam dynamics simulation results of 
the recent status of the CPHS linac are presented. 
Experiments such as beam profile measurement and beam 
position measurement are introduced. 

ECR Source 

LEBT 

RFQ 

HEBT 

Target Station 

 ___________________________________________  

*Work supported by National Natural Science Foundation of China 
(Major Research Plan Grant No. 91126003 and 11175096) 
#807749514@qq.com 

Proceedings of HB2014, East-Lansing, MI, USA THO2LR02

Beam Dynamics in Linacs

ISBN 978-3-95450-173-1

355 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



BEAM DYNAMICS SIMULATION 
The beam dynamics simulation mainly focus on the 

Low Energy Beam Transport line and 4-vane Radio 
Frequency Quadrupole accelerator, which are the main 
part of the CPHS linac. The simulation of the LEBT is 
taken by Trace3D [4], TRACK [5] and TraceWin [6], and 
the field of the solenoid is calculated by Possion/ 
Superfish [7], as shown in Figure 4 [8]. The distribution 
at the end of the LEBT is imported directly to the RFQ 
entrance, then the beam dynamics simulation is 
accomplished by Toutatis/ TraceWin [9]. 

 

Figure 4: Solenoid and its field distribution in CPHS 
LEBT. 

The beam information calculated by TraceWin at the 
LEBT entrance, RFQ entrance and RFQ end is shown

 

respectively in Figure 5~Figure 7. These results show a 
nice beam in the RFQ. Figure 8 presents the beam 
envelop in the structures.

 

 
Figure 5: Beam information at the LEBT entrance. 

 
Figure 6: Beam information at the RFQ entrance. 

 
Figure 7: Beam information at the RFQ end. 

 
Figure 8: Beam envelop in the LEBT and RFQ. 
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BEAM PROFILE MEASUREMENT 
2D beam profile measurement is under development 

based on the Computed Tomography (CT) algorithm with 
rotatable multi-wires.  Twenty carbon wires with the 
diameter of 30 µm are aligned and mounted on one 
stainless steel frame, as shown in Figure 9 and Figure 10.  

The current signal is obtained from the Secondary 
Electron Emission [10] and then amplified by a set of 
electronics system. Then Total Variation Algebraic 
Reconstruction Techniques (TV-ART) CT Algorithm is 
used to rebuild the image of the beam profile. 

  
Figure 9: Rotatable multi-wires. 

 
Figure 10: 2D beam profile measurement system. 

 
The primary experiment shows that wire current near 

the beam centre is 0.3 mA (while the estimated value is 
0.4 mA). The beam is unstable day by day at the 
measurement position. Figure 11 shows one of the 1D 
distribution measured by the wires, in which the “halo” 
can be seen clearly. 

 
Figure 11: 1D distribution measured by the wires. 

 
Figure 12 shows the rebuilding result with data of five 

directions. Streak artifacts can be seen in the image. 
When the angular sampling increase to 17, the image 
become quite well, as shown in Figure 13. To avoid the 
thermal emission of the wire, the pulse width is decreased 
to 40 μs while the beam profile measurement. 

 
Figure 12: Rebuilding image of five directions. 
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Figure 13: Rebuilding image of 17 directions. 

 
The following challenging work on the electronics 

system is to measure the current which is less than 1 nA 
near the beam edge. 

BEAM POSITION MEASUREMENT 
The CPHS beam position measurement system is 

formed by several button-type BPMs and a hadron phase 
& position processor- Libera Single Pass H. 

The button-type BPM, which have one button in each 
of the four directions, is showed in Figure 14 and Figure 
15. 

 
Figure 14: The button-type BPM in test. 

 

 
Figure 15: The button-type BPM on the beam line. 

 
The output signals from the four ports of the BPMs are 

imported into Libera through a 20 dB amplifier. IQ 
sample signals can be obtained by using the method of 
undersampling and digital orthorhombic demodulation. 
These signals are used to calculate the amplitude and 
phase. The value of the particle energy can be obtained 
from the phase information of two BPMs. Figure 16 and 
Figure 17 respectively show the transverse position signal 
and the longitudinal phase signal displayed in Libera, 
from which we can conclude that the beam center is 2 mm 
above the beam channel and 2 mm on the right of the 
beam channel. 

 
Figure 16: The transverse position signal displayed in 
Libera. 
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Figure 17: The longitudinal phase signal displayed in 
Libera. 

At present, the measurement resolution of transverse 
position is 180 μm and the measurement resolution of 
phase is 0.6 degree. 

CONCLUSION 
The operation notes and beam dynamic results show 

that there are some problems to be solved. The 
experiments on the linac are proceeding quite well. The 
next stage of CPHS linac is the transformation of the low-
energy part including Ion source, LEBT and RFQ and the 
upgrade of the whole linac system. 
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CATALOGUE OF LOSSES FOR THE LINEAR IFMIF PROTOTYPE
ACCELERATOR

N. Chauvin , P.A.P. Nghiem, D. Uriot, CEA, IRFU, F-91191 Gif-sur-Yvette, France∗

M. Comunian, INFN/LNL, Legnaro, Padova, Italy
C. Oliver Amoros, CIEMAT, Madrid, Spain

Abstract
One of the activities of the EVEDA (Engineering Val-

idation and Engineering Design Activities) phase of the
IFMIF (International Fusion Materials Irradiation Facility)
project consists in building, testing and operating, in Japan,
a 125 mA/9 MeV deuteron accelerator, called LIPAc, which
has been developed in Europe.
For the accelerator safety aspects, a precise knowledge

of beam loss location and power deposition is crucial, es-
pecially for a high intensity, high power accelerator like
LIPAc. This paper presents the beam dynamics simulations
allowing to estimate beam losses in different situations of
the accelerator lifetime: starting from scratch, beam com-
missioning, tuning or exploration, routine operation, sudden
failure. Some results of these studies are given and com-
mented. Recommendations for hot point protection, beam
stop velocity, beam power limitation are given accordingly.

INTRODUCTION
For a high power megawatt class accelerator, any loss,

even a tiny proportion of the beam, can be harmful. A care-
ful and detailed loss study is thus necessary for various
loss scenarios. That should be analysed for all the different
stages of the accelerator lifetime, from its starting up, beam
commissioning through routine operation, as well as for the
various accidental breakdowns. Such a catalogue will be
useful, or even necessary in the definition of safety proce-
dure, limitations and recommendations, aiming at protecting
personnel or facilities.

The linear IFMIF prototype accelerator (LIPAc) is being
constructed in Europe and will be assembled in Japan [1].
This machine aims at accelerating a 125 mA D+ continuous
beam at 9 MeV. The general layout of LIPAc is recalled in
Fig. 1, where beam energy and power for each subsystem
are also given (for more details see Ref. [2]).
The LIPAc very high continuous beam intensity implies

that almost the whole accelerator is concerned by a high
power beam which ranges from 0.012 to 1.125MW. It is
common to consider that it is safe enough to use the lowest
duty cycle and the lowest beam intensity during beam com-
missioning or during accelerator tests and exploration. But
in the present case, as the ion source is optimised to provide
a 140mA continuous beam, the lowest duty cycle for which
the beam is still stable is a few 10−3. Indeed, 1ms is a typical
time scale for the ECR source plasma to be established and
for the extracted beam to reach a steady state. Furthermore,

∗ Nicolas.Chauvin@cea.fr

the nominal beam intensity implies a very high space charge
regime. So, any beam tuning with too low intensity will
not be representative of the nominal conditions because of
much lower space charge effects. Thus, the ability to lower
the beam power is considerably limited. In the same way,
a beam stop system is foreseen in the LEBT to shut off the
beam in an accidental case in less than 10 µs. It is not sure
that such a machine protection system is fast enough for a
MW beam power.

This paper will mainly focus on the protocol and method-
ology that has been employed to simulate different loss situa-
tions; then, some results are presented and discussed in a few
loss scenarios and finally, consequences on safety measures
are drawn.

LOSS STUDY PROTOCOL
In the following, the losses are given in power deposition

(Watt). They are obtained with the nominal (maximum) cur-
rent of 125mA, continuous wave. From that, losses can be
reduced if needed, by reducing consequently the duty cycle
and even the current if necessary. Theoretically, because
space charge effects decrease with intensity, losses at lower
current are less than what can be inferred by a linear rela-
tion. But as a precaution, it is wise to deduce losses at lower
current with a simple linear transformation.
The double issue is to define as exhaustively as possible

all the typical loss situations in the accelerator lifetime and
to define the procedure to simulate and estimate them. The
following stages have been identified: (A) Ideal machine;
(B) Starting from scratch; (C) Beam commissioning, tuning,
exploration; (C) Routine operation; (E) Sudden failure.

Situation A: Ideal Machine
“Ideal” means here nominal machine parameters and tun-

ings, without any error. That should correspond, on the real
machine, to a completely satisfying situation, if all the accel-
erator components would be perfectly fabricated and aligned,
or else corrected at the source, and the beam would have
been tuned. Losses in such conditions should be minimum;
we cannot hope to have less. These are minimum and per-
manent losses that have to be withstood. It is very unlikely,
(although highly desirable!) that this situation will occur
on the real machine. At least, this situation is an optimal
reference case that can be used as a comparison to the other
scenarios described in the following subsections. The losses
are obtained by a start-to-end simulation without any error
for the nominal tuning [3].
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Figure 1: LIPAc general layout.

Situation B: Starting From Scratch
In this condition, no correction has yet been applied, while

we can expect that: (1) The accelerator components have
been fabricated and aligned as specified, within the already
defined tolerance ranges. (2) The tunable parameters (ac-
celerating and focusing fields and gradients) are set at their
optimised values given by beam dynamics simulation. We
must however expect that the real beam behaviour is not
exactly the same as the simulated one (the IFMIF very
high space charge regime has never been experimentally
observed). This theory-reality difference can be roughly
estimated as equivalent to field and gradient variations in a
±10% range of their nominal values, according to the beam
dynamics optimization results obtained in different working
configurations since the beginning of the project.
Losses when starting from scratch can thus be estimated

by performing a start-to-end error study without any cor-
rection. Two kinds of “errors” can be applied: mechanical
end alignment errors randomly distributed within tolerances
and tunable parameter errors randomly distributed within a
±10% range of their nominal values. Tolerance values, in-
cluding static and dynamic ones, are discussed and presented
in Refs. [2, 3].

Situation C: Beam Commissioning, Tuning, Explo-
ration

This occurs during beam commissioning or whenever the
beam operation is not as satisfying as expected so that a
beam tuning is necessary. Besides, experiments requiring
an exploration around a nominal setting can be desirable for
beam physics purposes.
However, the induced beam losses can be calculated in

the same way as in the "B" case; we can assume mechanical
errors within tolerances and tunable parameter variations
of about ±10%. The only difference is that now the beam
trajectory is corrected.

Situation D: Routine Operation
This situation happens when the beam characteristics are

satisfying, i.e., as expected with all the parameters, mechan-
ical and tunable parameters, as specified within tolerances

and the trajectory corrected. Losses can thus be calculated
by performing an error study with trajectory correction.

Situation E: Sudden Failure
These accidental situations are not easy to be exhaustively

studied, especially when a combination of different failures
can lead to more important losses than an individual fail-
ure. Reflections and analysis should be carried out for each
subsystem to detect what is the worst case, what is the main
affected location or equipment, when one tunable parameter
(gradient, field, phase, RF power, pressure ...), or a given
combination of them, are suddenly switched off. But atten-
tion should also be paid to detect if there is an intermediate
case which can induce more losses, for example, in the tran-
sition from the nominal value to zero for specific field or
gradient.

In this work, only two cases are studied: failure of individ-
ual components and global failure of all the components at
once, from 110% to 0% of their nominal values. This can be
due, for example, to power supply failures that accidentally
provide a larger power or that can be suddenly switched off,
making the fields or gradients returning progressively to
zero.

BEAM LOSS SIMULATION RESULTS
Start-to-end LIPAc simulations with 106 macro-particles

have been thoroughly carried out with the TraceWin code [4].
The error studies have also been performed with TraceWin,
by tracking 106 macro-particles in 500 through different
linacs, each with different random errors that are uniformly
distributed.
Due to lack of space, all the obtained results will not be

presented here. As the simulation results for situation A and
D can be found in previous works [2, 3], they will not be
exposed in the present paper.

Beam Losses During Beam Commissioning, Tun-
ing or Exploration

As discussed above, loss probabilities are calculated from
results of an error study with mechanical errors randomly
distributed within tolerances and tunable parameter (field,
gradients) errors randomly distributed within ±10% of their
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Figure 2: Beam power loss probabilities during beam com-
missioning, tuning or exploration, for a full-power beam
(statistics over 500 machines). The bottom figure is a zoom
of the top one toward the low power losses.

nominal values. Here, the beam trajectory are corrected.
The correction scheme relies on steering coils (H and V)
associated with downstream beam position monitors (H and
V). In the LEBT, steerers are located inside the two solenoids.
Then, 4 steerers and BPMs are located in the MEBT, 8 in
the SRF-linac (at each lattice) and 6 in the HEBT.
Simulations are performed for the nominal 125 mA c.w.

beam current. Once losses are known, a proportional cal-
culation will give the maximum acceptable duty cycle or
current at starting to avoid harmful losses. Loss probabilities
along LIPAc are given in Fig. 2.

Beam Losses in Case of Sudden Failure
Due to the number of distinct accelerator components and

their different nature in the low-energy section (from the
source until the end of the RFQ, E ≤ 5MeV) and in the high-
energy section (from theMEBT, E ≥ 5MeV), the loss studies
are performed separately for each of them. Nevertheless,
even in the case of a failure in the low energy section, the
beam has been tracked (and the losses have been recorded)
all along the LIPAc.
Power deposition due to beam losses are given in Fig. 3

in the case of sudden failure of the Solenoids of the LEBT
and the RFQ voltage.

When all the low-energy part suddenly fails, losses occur
mainly at the end of the LEBT and at the RFQ entrance.
When the solenoid magnetic fields move around ±5% of
their nominal values, the beam is either not focused enough
to pass through the injection cone or is so mismatched that it

Figure 3: Beam power lost in case of sudden failure of the
low energy part (LEBT solenoids and RFQ voltage) at once.

is lost in the first RFQ section. It can be noted that this case
is less harmful than that of RFQ failure alone where more
important losses occur in the sections downstream the RFQ.

CONCLUSION
Beam dynamics simulations have been performed in or-

der to estimate beam losses during different stages of the
LIPAc lifetime. More detailed explanation of this work as
well as extensive simulation results for all the stages of the
accelerator lifetime that have been identified can be found
in [5].

The catalogue of losses is meant to be a starting point for
assessing all the accelerator safety aspects. Losses should
concern all the accelerator sections by the identified hot
points to be protected (facing beam equipment and diagnos-
tics). The impact of those results on almost all the accelerator
sub- systems shows the importance of setting up such a cat-
alogue of losses for a high power accelerator or at least the
high power part of an accelerator, where the beam power
reaches more than hundreds of kW.
The protocol of loss studies presented in this article can

likely be applied to any accelerator, by appropriately adjust-
ing the numerical values used here.
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ECRIS DEVELOPMENTS TOWARDS INTENSE HIGH BRIGHTNESS 
HIGHLY-CHARGED ION BEAMS * 

L. Sun#, W. Lu, Y. Yang, X. Fang, Y. C. Feng, W. H. Zhang, J. W. Guo, X. Z. Zhang, C. Qian,  
H. W. Zhao  

IMP/CAS, Lanzhou, 730000, China 

Abstract 
To meet the increasing needs of modern heavy ion accel-

erators, ECR ion source must be developed to deliver high 
intensity high brightness high charge state ion beams, in 
terms of accelerator output power and beam transmission 
efficiency. With the success in several laboratories on fully 
superconducting ECR ion source development, the perfor-
mance of highly charged heavy ion beams have been 
greatly enhanced. For instance, U33+ intensity had been 
doubled in 2011 by VENUS source at LBNL. This paper 
will present the development work at IMP towards high 
performance ECR ion source. Recent high intensity bis-
muth results will be given, such as 710 eμA Bi30+ with 
SECRAL source. The first room temperature ECR ion 
source using evaporative cooling technique will also be re-
viewed. And the discussion of ECRIS beam extraction and 
the transmission beam line elements on ion beam quality 
will also be presented in this paper. 

INTRODUCTION 
Since been used as preinjectors for heavy ion accelera-

tors about 30 years ago, Electron Cyclotron Resonance 
(ECR) ion source has been an indispensable machine to 
provide intense CW or long pulse (~ms) highly charged ion 
beams. The development of nuclear research strongly de-
mands the modern heavy ion accelerators to be constructed 
or under construction to be capable of delivering high 
power heavy ion beams on the targets. To make the accel-
erators cost efficient, and achieve the design goal, intense 
highly charged heavy ion beams must be provided in the 
front end section. The FRIB project under construction at 
MSU campus needs 13 pμA U33+ &34+ beam from the ion 
source and a dedicated achromatic transmission line and 
the successive matching beam line for downstream RFQ 
[1].  The SPIRAL 2 project going on at GANIL laboratory, 
eventually 1 emA Ar12+ is expected to be delivered from 
the ion source to reach the goal of 1 emA heavy ion beam 
with the M/Q =3 for M≤36 [2]. And the RIKEN RIBF 
project also demands 15 pμA U35+ eventually [3]. For the 
upgrade programme at IMP, the HIRFL facility needs the 
ion source being capable of producing very high charge 
state heavy ion beams with sufficient beam intensities, 
such as 100 eμA Xe31+ and U41+. All these facilities have 
made ECR ion sources in the baseline design to reach the 
desired parameters, due to the features of its high capacity 

of intense high charge state heavy ion beam production. 
Fundamentally, the front end beam properties are deter-
mined by the ion source performance and the successive 
low energy beam transmission (LEBT) line design. The in-
trinsic properties have big impact on its output beam qual-
ity, which should be taken care of during the ion source and 
its LEBT design. A high performance ECR ion source in-
jector front end should be an optimum design of both the 
ion source and the matching LEBT line, which enables the 
front end section to be capable of providing high brightness 
ion beam with sufficient beam intensity. In the following 
contents, the production of intense heavy ion beams with 
an ECR ion source will be generally reviewed, and the fea-
tures of the ECR ion source LEBT line will also be dis-
cussed in terms of beam quality.  

INTENSE BEAM PRODUCTION WITH 
MODERN ECR ION SOURCES 

Figure 1: SECRAL ion source and LEBT layout. 

ECR ion source is a kind of magnetic confined plasma 
machine, which was actually developed based on plasma 
fusion device [4]. Plasma electrons are heated through 
ECR heating to high energy by coupled microwave power 
with the frequency in the range of 2.45 GHz to 28 GHz. 
The plasma is confined by a strong nested so-called mini-
B magnetic field configuration, which is the superposition 
of an axial mirror field and a radial multiple field (normally 
a hexapole field). Hot electrons are confined at the centre 
of the nested field and the HCIs, which are produced by 
stepwise ionization while they are confined in the plasma, 
are trapped by the space charge established by the electrons 
inside the plasma.  The lost ions that enter the extraction 
region will be accelerated by the applied HV potential to 
form intense mixed ion beams. HCI beams in the extracted 
mixing beam can be separated with an analyser dipole 
magnet. Normally, a solenoid is used to focus the extracted 
intense beams to match the downstream elements. Fig. 1 

 ___________________________________________  
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gives the LEBT line layout of SECRAL source. Electro-
static lens is an alternative option for the purpose of beam 
focusing, such as the LEBT line of SuSI at MSU [5].  

Ion Source Development 
As ECR ion source is a magnet confined microwave 

heating plasma machine, its features could be generally de-
scribed with the knowledge of under dense plasma. ECR 
source researchers have summarized the machine’s perfor-
mance with semi-empirical laws, i.e. extracted ion beam 
with charge state of q is determined by ܫ = ଵଶ ೣఛ  , 

where ݊is the incident ion density, Vex is the effective vol-
ume of the ion with charge state q, ߬is the average con-
finement time of the ion with charge state q, and the factor 
1/2 means that the magnetic configuration of an ECRIS has 
two symmetrical ends while the ion beam is extracted on 
one side only. From the formula above, it is easy to see that 
high charge state ion beam production in an ECR ion 
source is a compromise of ion creation and loss. Therefore, 
the source parameters need to be optimized for best perfor-
mance during operation. The most efficient way to increase 
the beam output is to increase the ion density and enhance 
the efficient plasma volume. According to the knowledge 
of microwave heating plasma, the higher the incident mi-
crowave frequency ωecr, the more beam could be achieved, 
i.e. ܫ ∝ ߱ଶ  . For this reason, modern ECR ion sources 
are mostly working in the frequency range of 14~28 GHz. 
Since sufficient magnetic confinement is essential for the 
production of highly charge ions, the higher the frequency 
adopted, the stronger the magnetic fields are required. 
Therefore, when coming to the gyrotron frequency (f > 20 
GHz), superconducting technique is incorporated.  
 

Figure 2: Xenon ion beam intensities evolution from 2003
to 2011 with the contribution of advanced sources. 

Two kinds of configurations are utilized in the magnet 
design of fully superconducting ECR ion sources, i.e. the 
conventional structure, such as VENUS/LBNL [6], 
SERSE/INFN [7], SuSI/MSU [5] and SCECRIS/RIKEN 
[3], and the one with the unique reversed structure, or 
SECRAL design [8]. There are many pros and cons in the 
design of each technical solution, however either of them 
can provide good enough magnetic confinement to the 

plasma created therein, which guarantees sufficiently good 
source performance. With the contributions from the mod-
ern ECR ion sources, especially those from fully supercon-
ducting ECR ion sources, beam results are enhanced obvi-
ously. Fig. 2 provides xenon beam results evolution be-
tween 2003 and 2011. Apparently, either the beam intensi-
ties or the beam charge states have been boosted enor-
mously over the time. And the evolution is still going on 
with the ECR ion source technology advancement. 

Figure 3: Schematic plot of LECR4 ion source. 

Since superconducting technology is costly, challengea-
ble and time consuming solution towards intense high 
charge state ion beam production, we are investigating into 
alternative technical solution of magnet design for an EC-
RIS to achieve similar beam performance that a supercon-
ducting ECR ion source can make at 18 GHz. Evaporative 
cooling technology has been applied in many high-power, 
high current density devices, such as Three Gorges Power 
Station in China. Evaporative cooling technology is a new 
efficient heat transfer method, which utilizes phase-change 
heat transfer mode to achieve the cooling for heating equip-
ment. The coolant absorbs the latent heat of vaporization 
to cool the heating parts. The coolant can generally keep 
under a boiling point of 40-60℃, and the temperature of 
heating parts can be controlled under an ideal situation. On 
the other hand, the insulation of coolant can surely lead to 
a direct contact between electrified parts and evaporative 
coolant, therefore the coils can be immersed in the liquid 
coolant [9]. The heat transfer is very efficient and reliable. 
The typical adventures of such a technology to be utilized 
in an ECR ion source are (in comparison with traditional 
room temperature ECR ion source using deionized water 
cooled pancake coils): 
 High pressure (in the range of 20 kg/cm2) deionized 

water free. 
 Higher current density in the coils. 
 Sufficiently high axial field confinement for 18 

GHz operation. 
Based on this concept, the first ECR ion source named 
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LECR4 (Sectional plot shown in Fig. 3) has been success-
fully constructed at IMP [10], which can produce the best 
results in comparison with other high performance room 
temperature ECR ion sources such as GTS/Grenoble [11], 
and even close to the best results that an superconducting 
ECR ion source optimized to 18 GHz (as indicated in Table 
1). This new results provide an alternative option for the 
development of an ECR ion source that has the similar per-
formance of a fully superconducting ECR ion source work-
ing at 18 GHz. 

Table 1: First Beam Results of LECR4 at 18 GHz 

f 
(GHz) 

 SECRAL 
18 

GTS 
18 

LECR4 
18 

16O 6+ 2300 1950 1970 

 7+ 810  438 
40Ar 8+  1100 1717 

 9+ 1100 920 1075 

 11+ 810 510 503 

129Xe 20+ 505 310 293 
 23+   143 
209Bi 28+ 214  118 
 30+ 191  78 
 32+   51.5 

Intense Beam Production 
As shown in Fig. 2, a state of the art ECR ion source has 

already produced very intense highly charged gaseous ion 
beams. But practically, most of the ion beams that the ex-
perimenters demand are from solid elements. For the case 
of solid material or metallic ion beam production, special 
instrument is needed to produce sufficient vapor of inci-
dent material that could be delivered and ionized by the hot 
ECR plasma. Typical techniques such as plasma insertion, 
plasma sputtering, MIVOC and micro-oven have been 
used, however with regard to long term service with in-
tense highly charged ion beams, for instance >10 pμA U34+, 
micro-oven is the only workable solution. 4 types of micro-
ovens have been designed and tested in ECR ion source 
laboratories, i.e. resistor oven with the highest operating 
temperature of 1600ºC but moderate material loading ca-
pacity, low temperature oven incorporating cartridge heat-
ers with the highest operating temperature of 800ºC and 
much larger material loading capacity, high temperature 
resister oven that could reach the temperature of 2000ºC 
mainly designed for refractory material ion beam produc-
tion and the inductive heating oven that could also reach 
the temperature up to 2000ºC but with a much complicated 
auxiliary power system.   

Traditional resister heating oven has been widely 
adopted in ECR ion source laboratories for many years. It 
is a quite matured technique to serve tens of eμA ion beams 
production from moderate melting temperature solids. For 
very refractory ion beam production, such as uranium, tra-
ditional oven is not suitable for the application. A high 

electrical current driven resister heating oven has been de-
veloped in LBNL [12], which utilizes resistively-heated re-
fractory metal enclosures, normally of the material of Re, 
Mo, W or Ta. The nominal excitation current is up to 400 
A. The off-line test of this kind of oven has reached a tem-
perature up to  2300℃.  However, during operation, the 
oven is located off-axis near the ion source injection field 
peak, where exists a very strong magnetic field up to 4 T 
(for VENUS) contributed from both the solenoids and the 
sextupole magnet. Therefore, Lorentz forces from different 
directions act upon the oven during operation. When very 
high temperature needed, high electrical current is ener-
gized in the oven, which makes the Lorentz forces even 
stronger. As most of the metals will soften at high temper-
ature, the high Lorentz force will twist the oven and even-
tually destroy the oven. After years’ research and upgrade, 
the LBNL researchers have developed a more durable oven 
that can work under high field with sufficiently high tem-
perature for about one week or even longer. With this oven, 
recorded uranium beam intensities were made with VE-
NUS in 2011, as shown in Fig. 4. Based on the same design, 
a high temperature oven has also been recently developed 
in RIKEN and been used for routine operation [13].  

Figure 4: Spectrum from VENUS when 440 eμA U33+ pro-
duced at 28 GHz. 

A DC current driven high temperature oven as discussed 
above can’t avoid the strong Lorentz forces when used for 
operation in an ECR ion source. As for the 4th generation 
ECR ion source working at the frequency higher than 40 
GHz, the field at the oven location is even higher (propor-
tional to the working frequency),  which indicates that 
much stronger Lorentz force will be applied to the oven. 
For this reason this type of high temperature oven might 
not be applicable to the future needs. An alternative solu-
tion is based on the traditional inductive heating technique 
that has been widely used in industrial processing of metal 
materials. At NSCL/MSU, a micro-oven based on induc-
tive heating technique has been developed and used in rou-
tine operation for refractory ion beam production (Fig. 5). 
This oven technique can definitely avoid the Lorentz forces 
problem. But it utilizes 1~2 kW RF power in the frequency 
range of ~100 kHz, the power coupling between the RF 
generator and the oven susceptor needs professional design 
and fabrication. Additionally, working at the temperature 
below 2000℃, the oven is reliable and stable, but at higher 
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temperature the furnace heat insulator degrades very 
quickly and the oven can’t hold the temperature thereafter. 
Nevertheless, with new furnace heat insulator materials 
utilized, this type oven may sustain the long term operation 
at the temperature up to 2300℃. 

Figure 5: Picture of an inductive heating oven developed at
NSCL/MSU. 

For very intense solid material ion beam production, a 
vapour pressure up to 10-1 mbar is needed from the oven. 
To sustain such a working condition for a very long time, 
the oven loading capacity must be high enough. For this 
reason, a kind of oven utilizing cartridge heaters has been 
designed and fabricated at IMP based on the LBNL concept. 
Another advantage of this type of oven is the precise con-
trol of the temperature rise, since the temperature control 
of the oven is realized through cartridge power control, and 
the temperature rise is quite slow. For the solid material 
that needs the temperature below 700℃, such as Ca, Bi, Pb 
and etc., this oven is a very applicable technical approach. 
With this type of oven installed, recorded bismuth beam 
intensities have been produced in 2014. Working at 4.74 
kW@24 GHz + 1.4 kW@18 GHz, 710 eμA Bi30+ and 680 
eμA Bi31+ have been obtained at the faraday cup [14]. Fig. 
6 gives the spectrum when 710 eμA Bi30+ produced. The 
present results seems to be still limited by oven output of 
Bi vapour and ion source conditioning at high power.  

Figure 6: Spectrum optimized for 710 eμA Bi30+. 

Intense Beam Emittance 
In general, two issues are essential for ion beams in-

jected to an accelerator, i.e. beam intensity and beam 
brightness. High power accelerators need very intense ion 

beams, while optimal brightness can guarantee the trans-
mission of ion beam with less losses. With the increase of 
ion beam extracted from an ECR ion source, beam quality 
will deteriorate as a cause of more severe space charge ef-
fect. It is worth checking the beam emittance evolution 
with the increase of beam intensity. With SECRAL source, 
the beam emittance was measured with Alison type scan-
ners. Fig. 7 shows the horizontal and vertical normalized 
rms emittances measured for Bi31+ intensity from 100 eμA 
to 600 eμA. Error bars are not given here, which should be 
in the range of ±10% [15]. According to the study, the emit-
tances do not deteriorate dramatically with the beam inten-
sity increase.  

Figure 7: Bi31+ beam emittance variation with the increase
of beam intensity. 

ECR LEBT AND BEAM QUALITY   

Ion Beam from an ECR Ion Source 
In an ECR ion source, the ions are produced in a super-

imposed field of axial mirror field and radial sextupole 
field, which makes the ions have inhomogeneous spacial 
distribution at the ion source extraction that is reflected by 
the triangle tracks at the both ends of the ion source. Fig. 8 
provides the triangle image created at SECRAL plasma 
electrode.  

Ion Source Extraction Field 
As shown in Fig. 9, when ion beam extracted, it will ex-

perience a hemi-solenoidal field. Provided that the ex-
tracted beam is a symmetrical one, we have the initial σ 
matrix: 
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and the hemi solenoid transport matrix assumed to be: 
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, 
Therefore, the extracted beam final σ matrix will be: 
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where α, β and γ are beam Twiss parameters, ε is the beam 
initial emittance, k=Bs/Bρ, Bs is the extraction field, and Bρ 
is the ion rigidity. Obviously, the hemi solenoid field intro-
duces a coupling between the horizontal and vertical coor-
dinates, and causes beam emittance growth. As discussed 
above, the extracted beam is actually asymmetric which 
will induce more severe coupling and beam emittance de-
terioration.   

 
Figure 8: Plasma bombardment images on plasma elec-
trode. 

 

Figure 9: SECRAL axial field distribution, and ion beam
extraction started from plasma electrode. 

Solenoid lens can provide very efficient pre-focusing of 
the beam extracted from an ECR ion source in a short trans-
mission length. Compared with an electrostatic lens, it will 
not destroy the space compensation in the source extraction 
region. The matrix operations of a solenoid in beam optics 
tell us that for an axisymmetric and un-coupled beam, a 
solenoid will only have focusing effect, without any addi-
tional transverse coupling. However, if a coupled beam 
transmits through a solenoid, the coupling effect will be-
come more severe, transverse emittance will transfer be-
tween the horizontal and vertical directions, and the polar-
ity of the solenoid field will have obvious impact on the 
beam quality. Fig. 10 shows the experiment and simulation 
results done with SECRAL transmission beam line. For 
modern high intensity heavy ion facilities, linac accelera-
tors are common choice for the injector design, which nor-
mally has symmetric transverse acceptance. If the beam 
coupling dominates the beam quality deterioration, emit-
tances at horizontal and vertical directions will be quite dif-
ferent, and high beam loss will be seen at the injection re-
gion. Some decoupling solutions should be adopted for the 
purpose. 

Figure 10: Experiment (a, b) and simulation (c, d) results
to understand the beam coupling with SECRAL ion source
and LEBT. 

Dipole Magnet Design 
Dipole magnet is an essential part in the LEBT design 

for an ECR ion source system. It will determine the down-
stream beam quality and quantity. Most of the analyser 
magnet has double focusing structure to have beam focus-
ing in both vertical and horizontal directions. As the design 
of SECRAL LEBT line, one solenoid lens is used in the 
ECR beam line which can’t control the beam envelope and 
divergence simultaneously at the entrance of the dipole 
magnet. Therefore, a large magnet gap is favoured to pro-
vide the highest beam acceptance, and it also can minimize 
the high order aberration induced to the large envelope 
beams. And essentially, the mass resolution should be high 
enough, especially when very highly charged heavy ion 
beams are desired, and normally a Δm/m = 1/100 resolu-
tion is desired.   

Figure 11: Beam emittances in Horizontal (left) and Vetical
(right) directions: εh.rms=0.12 π.μm, εv.rms=0.13 π.μm.
αh.rms= -0.37, αv.rms= -0.65. 

A normal dipole design will have sextupole field com-
ponent in the vertical plane at the magnet entrance and exit, 
and in the horizontal plane along the beam trace. The sex-
tupole component causes obvious beam aberration, and 
consequently beam emittance increase. Fig. 11 is the beam 
emittance plot from SECRAL source. Since sextupole 
component field increases quadratically from the center 
beam trace, the larger envelop beams may see stronger sex-
tupole components, and therefore more severe aberration. 
Two applicable technical solutions can solve the problem, 
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i.e. a well-trimmed dipole magnet, or external compensa-
tion with sextupole magnet. The first option is a very 
straightforward method. By accurate calculation and simu-
lation, the magnet can be designed to correct the sextupole 
components in both vertical and horizontal planes. Techni-
cally, the magnet edges need to be carefully shaped, and 
the pole surfaces need to be trimmed to have smoothly var-
ying shape to produce a desired quadratic terms. This tech-
nical approach is very time consuming and expensive. The 
VENUS [16] and SuSI [17] analyser magnets are using this 
concept. An alternative and cheap solution is to add an ex-
ternal sextupole magnet to generate a reversed sextupole 
field against the one induced by the dipole magnet so as to 
cancel the sextupole magnet negative effect and reduce the 
aberration. Recently a sextupole magnet has been built and 
installed to the SECRAL LEBT dipole magnet exit to in-
vestigate the feasibility. Meanwhile the code simulation al-
ready indicates that the design is very effective to reduce 
the aberration and improve the beam quality [18].     

Space Charge 
Space charge has been discussed in many presentations 

about the negative effect induced. For most of the ECR ion 
sources in operation, the total extracted ion beam is no 
more than 4 emA, which will not give much space charge 
influence. While for the very intense beam production, for 
example, when more than 400 eμA U33+ produced with VE-
NUS and 700 eμA Bi30+ produced with SECRAL, the total 
extraction beam was over 10 emA, and the space charge 
effect will dominate the beam quality issues. According the 
recent research results from NSCL/MSU with a space 
charge detector, the space charge compensation ratio at the 
source extraction region is about 70% [19]. Thus, for a 10 
emA total beam extraction, 3 emA space charge will have 
influence on incident ion beam quality. There’re several 
negative effects the space charge will affect the beam trans-
mission, i.e. beam aberration and emittance growth, de-
crease of momentum resolution of the Q/A selector system 
which is discussed in Ref. 20 in details. 

CONCLUSION 
To meet the needs of future heavy ion accelerators, ECR 

ion sources have been developed to produce very intense 
highly charged ion beams, such as 400 eμA U33+ and 700 
eμA Bi30+, but the beam quality is another issue which 
needs a systematic consideration of the design from the ion 
source to the downstream LEBT line, so as to minimize the 
emittance growth and beam quality degradation, therefore 
to guarantee injection to the post accelerator with high 
enough beam intensity and brightness. In terms of the sev-
eral high intensity projects under construction and to be 
started in next 5 years, such as FRIB, SPIRAL 2, and HIAF 
(50 pμA U34+ needed) and etc., intense beam extraction and 
transmission is very critical and challengeable research 
topic for the ECR ion source researchers to take on, other 
than the high performance ECR ion source development. 
Higher frequency next generation ECR ion source could be 
built in 10 years, however, to produce very intense highly 

charged beams from solid materials especially those from 
refractory ones, oven is a real challenge as a supporting 
technology.  
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THE KICKER IMPEDANCE AND ITS EFFECT ON THE RCS IN J-PARC
Y. Shobuda, P. K. Saha, T. Toyama, M. Yamamoto, J-PARC Center, Ibaraki, JAPAN

Y. H. Chin and Y. Irie, KEK, Ibaraki, JAPAN

Abstract
Measurements demonstrate that the kicker impedance

dominates along the RCS. Based on a newly developed the-
ory, the impedance is measured by observing the beam-
induced voltages at the ends of power cable of the kicker.
Toward one mega-watt goal, it is essential to take advantage
of tune manipulations and the space charge damping effect.
A reduction scheme of the kicker impedance is proposed to
pursue the ultimate goal at the RCS.

INTRODUCTION
There are the accelerators aiming at producing mega-watt

class beams in the world [1, 2]. One of such facilities is
the 3GeV rapid cycling synchrotron (RCS) in Japan Proton
Accelerator Research Complex (J-PARC) [1]. In order to
extract the high intensity beams from the RCS, eight dis-
tributed type kicker magnets are installed in the RCS [3].
On the other hand, in order to steadily circulate the high

intensity beams in the RCS, it is important to precisely esti-
mate the coupling impedances along the ring. In the RCS,
the coupling impedance has been lowered except the kicker
impedance [4]. When we apply Sacherer’s formula [5], the
beam should become unstable around 100 kW, where the
chromaticity ξ is fully corrected in the entire energy. Ac-
cordingly, it has been concerned that the kicker impedance
disturbs realizing the high intensity beam in the RCS.
Contrary to our expectation, the beam at last becomes

unstable beyond about 300 kW with the fully chromaticity
correction. This means that a significant gap exists between
the theoretical prediction and the measurement results.

The situation has goaded us to review the estimation of the
kicker impedance from theoretical and experimental points
of view. In the process, the authors have found that the
causality condition is not satisfied in Nassibian’s formula [6,
7] describing the impedance of the kicker where all terminals
are connected to the matched resistors.

Accordingly, a theory has been developed to estimate the
kicker impedance. The theory describes the impedance,
where the terminals of the kicker magnet are connected
to the power cables [8] as well as to the matched resistors
[9]. The theoretical results well reproduce the measurement
results by using the standard wire-measurement scheme [10].
Moreover, the theory successfully relates the beam-induced
voltages at the ends of the cables to the kicker impedance.
One advantage of developing the theory is to enable to find
the kicker impedance by letting a beam pass through the
kicker and by measuring the beam-induced voltages at the
ends of the cables.

At the same time, simulation studies have been progress-
ing. The beam simulation code ORBIT, which is originally
developed in SNS [2] for storage rings, has been upgraded by

J. Holmes in order to incorporate the Lorentz-β dependence
of the kicker impedance into the code. The precise estima-
tion of the impedance brings the code into action, especially
in the serious condition as in the RCS.

Before we discuss a strategy to accomplish one mega-watt
beam, let us review how to produce the kicker impedance
from the beam-induced voltage.

KICKER IMPEDANCE
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Figure 1: A schematic picture of the kicker magnet.

A schematic picture of the kicker magnet is shown in
Fig. 1. The kicker magnet has four terminals at the corners.
The right front and the left back terminals of the kicker are
terminated by the short plates, respectively. The short plates
double the excitation current by superposing the forward and
backward currents, when a beam is extracted from the RCS.
The right back and the left front terminals are connected to
two-parallel coaxial cables, respectively.
The formulae of the kicker impedances are described as

follows,

ZL = Z (0)
L (x0 = x = 0) + Z (1)

L (x0 = x = 0)

+ Z (crr )
L (x0 = x = y = 0)

' Z (0)
L (x0 = x = 0) + Z (crr )

L (x0 = x = y = 0), (1)

Zx =
∂2ZL (x0, x, y = 0)

k∂x0∂x

�����x0=x=0

'
∂2Z (1)

L (x0, x, y = 0)
k∂x0∂x

+
∂2Z (crr )

L (x0, x, y = 0)
k∂x0∂x

������x0=x=0
,

(2)

where ZL and Zx are the longitudinal and the horizontal
impedances, respectively, x0 and x are the horizontal posi-
tions of the source and the witness particles, respectively,
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and k is wavenumber. The impedances Z (0)
L and Z (1)

L are
approximated in low frequency region : f < cβ/(2πL) as

Z (0)
L (x0, x) = 2

∞∑
m=1

(−(−1)m + 1 + cos
mπ(ρp + a)

2a

− cos
mπ(−ρp + a)

2a
)
sin mπ (x+a)

2a
mπ

× [
cβθ1Zc,c (e j (k+ωθ1)L − 1)F3

q(1 + cβθ1) cosh
√

m2π2

4a2 + ω2θ21 − k2 β2b

+
cβθ1Zc,c (e j (k−ωθ1)L − 1)F4

q(1 − cβθ1) cosh
√

m2π2

4a2 + ω2θ21 − k2 β2b

+
jωLM+

cosh
√

m2π2

4a2 +
k2

γ2
b
], (3)

Z (1)
L (x0, x) = −2

∞∑
m=1

(−(−1)m − 1 + cos
mπ(ρp + a)

2a

+ cos
mπ(−ρp + a)

2a
)
sin mπ (x+a)

2a
mπ

× [
ωθ3Zc,d (e j (k+ωθ3)L − 1)F1

q(k + ωθ3) cosh
√

m2π2

4a2 + ω2θ23 − k2 β2b

+
ωθ3Zc,d (e j (k−ωθ3)L − 1)F2

q(k − ωθ3) cosh
√

m2π2

4a2 + ω2θ23 − k2 β2b

−
jωLM−

cosh
√

m2π2

4a2 +
k2

γ2
b
], (4)

Z (crr )
L (x0, x, y = 0) = −

L f

a

∞∑
m=1

(Eγm

−
j k Z0 tanh kxmb sin k ′xm (x0 + a)

2βγ2kxm
) sin

mπ
2a

(x + a), (5)

Eγm =
1



k ′2xm
k2xm
−

[1−
µ′k′ym tanh k′ym (b−B) tanh kxmb

γ2 (1−β2ε′µ′)kxm
]

[1− 1
γ2 (1−β2ε′µ′)

]

×
[1 −

ε′k ′ym
cosh k′ym (b−B)

tanh k′ym (b−B)

γ2 (1−β2ε′µ′)kxm sinh kxmb
]

[1 − µ′ε′

γ2 (1−β2ε′µ′) ]




×
j k Z0

2βγ2kxm

{
k ′2xm tanh kxmb sin k ′xm (x0 + a)

k2xm

−
(1 − µ′k ′ym tanh k ′ym (b−B)

γ2 (1−β2ε′µ′)kxm
) sin mπ

2
tanh kxmb

(1 − 1
γ2 (1−β2ε′µ′) )(1 − µ′ε′

γ2 (1−β2ε′µ′) )

× [
(1 − ε′k ′ym tanh kxmb

γ2 (1−β2ε′µ′)kxm tanh k ′ym (b−B) ) sin k ′xm (x0 + a)

sin mπ
2

−
2Cr (x0)[cosh k ′ym (b − B) − 1]
k ′ym sinh k ′ym (b − B) cosh kxmb

]
}
, (6)

M− =
(Mr (x0) − M l (x0))

2(1 − c2 β2(Lk − Mb )Ck )
, (7)

M+ =
(Mr (x0) + M l (x0))

2(1 − c2 β2(Lk + Mb )Ck )
, (8)

θ1 =
√

(Lk + Mb )Ck , θ3 =
√

(Lk − Mb )Ck , (9)

Zc,d =

√
Lk − Mb

Ck
, Zc,c =

√
Lk + Mb

Ck
, (10)

k ′xm =
mπ
2a

, kxm =

√
k ′2xm +

k2

γ2
, (11)

k ′ym =
√

k ′2xm + k2(1 − ε ′µ′ β2), (12)

Cr (x0) = −
1

2(B − b)
(1 −

Mr (x0) + M l (x0)
Lk + Mb

), (13)

where Ck is the capacitance per a unit length of the kicker,
Lk and Mb are the self and the mutual inductances per a unit
length of the coils, Mr (x0) and M l (x0) are the induction
coefficients per a unit length between the beam and the right
and the left coils, respectively, β and γ is the Lorentz-β and
γ, respectively, and L f is the total length of the ferrite in the
magnet. The functions F1(ω),F2(ω),F3(ω) and F4(ω) are
obtained by solving the boundary conditions:

(Zc,d − Zcable)F1 − (Zc,d + Zcable)F2

− (Zc,c − Zcable)F3 + (Zc,c + Zcable)F4

= −(M− + M+)qcβ − ZcableqCkc2 β2(M− + M+), (14)
− Zc,dF1 + Zc,dF2 − Zc,cF3 + Zc,cF4

= qcβ(M− − M+), (15)
Zc,de jωθ3LF1 − Zc,de− jωθ3LF2

− Zc,ce jωθ1LF3 + Zc,ce− jωθ1LF4

= −(M− + M+)qcβe− jω
L
cβ , (16)

− (Zc,d + Zcable)e jωθ3LF1 + (Zc,d − Zcable)e− jωθ3LF2

− (Zc,c + Zcable)e jωθ1LF3 + (Zc,c − Zcable)e− jωθ1LF4

= (M− − M+)qcβe− jω
L
cβ

− Zcable(M− − M+)qCkc2 β2e− jω
L
cβ , (17)

where

Zcable =
1
2

√
Lcable
Ccable

×

[
1 +

−

√
Lcable
Ccable

+2RT√
Lcable
Ccable

+2RT

e− jω2
√
CcableLcablelcable

1 +
−

√
Lcable
Ccable

+2RT

−

√
Lcable
Ccable

−2RT

e− jω2
√
CcableLcablelcable

], (18)

Lcable =
Rcable

jω
+ Lcable,Ccable =

G
jω
+ Ccable, (19)

Lcable is the inductance per a unit length of the cable, Ccable
is the capacitance per a unit length of the cable, Rcable is the
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resistivity per a unit length of the inner and outer conductors
in the cable and G is the admittance per a unit length of the
insulator between the conductors. Equation (18) deals with
the case that two-parallel cables are connected at the end and
terminated with the device having the impedance RT (ω) (if
the terminal is open as in the present kicker, RT is identical
to infinity.).

Ω Ω

Figure 2: The theoretical (red) and the measurement (blue)
results of the longitudinal impedance ZL for β = 0.54 and
the theoretical one for β = 0.97 (yellow).

Figure 3: The theoretical (red) and the measurement (blue)
results of the horizontal impedance Zx for β = 0.54.

The impedance is theoretically calculated by solving the
functions F1(ω),F2(ω),F3(ω), F4(ω) in terms of the cou-
pling factors M− and M+. On the other hand, the functions
F1(ω),F2(ω),F3(ω), F4(ω), and the coupling factors M−
and M+ can be determined as the function of the beam-
induced voltages at the ends of cables by relating the bound-
ary conditions to those for the cables [8].

The impedances are measured by letting an injection beam
from LINAC pass through the kicker once and extracting
it from the RCS immediately. The theoretical and the mea-
sured results by using the beam with β = 0.54 are shown in
Figs. 2 and 3. The theoretical results (red) well reproduce
the measurement results (blue). The artificial sharp peaks
appear in the measured results at n/∆t, where n is integer,
∆t(' 560ns) is the pulse length of the beam, because they
are singular points in the Fourier transform of the pulse
beam. The agreement between the theoretical result and
the measurement one using the beam (not a wire) signifi-
cantly enhances the reliability of the estimation of the kicker
impedance at the RCS.

The theoretical results for β = 0.97 are shown in the yel-
low lines in Figs. 2 and 8, as well. The comparison between

the results for β = 0.54 and the ones for β = 0.97 shows
that the longitudinal impedance has little dependence on γ
factor, while the horizontal one is roughly proportional to
β. In general, the impedance for a non-relativistic beam
tends to be smaller than that for a relativistic one. However,
the longitudinal wakes are excited by the beam like cosine
function [11], and they are nearly constant at low frequency
during the beam passage. Consequently, the longitudinal
impedance has little dependence on the γ factor at low fre-
quency. This means that the beam tends to be more unstable
horizontally than longitudinally, as it becomes relativistic.

Now, let us discuss the strategy to achieve one mega-watt
goal at the RCS.

SIMULATION/MEASUREMENT RESULTS
AND THE STRATEGY TO ACHIEVE ONE

MEGA-WATT GOAL AT THE RCS

Figure 4: The left figure shows the measured beam positions
of 750 kW beam for the different terminal conditions, where
ξ is fully corrected in the entire energy. The right figure
depicts the tune behavior in the measurements.

Let us start demonstrating that the kicker impedance
dominates among the RCS impedance sources. The kicker
impedance is minimized by connecting matched resistors
to all terminals of the cables. The procedure eliminates the
spike structures in Figs. 2 and 3 by absorbing the beam-
induced current into the matched resistors [8, 12]. Figure 4
shows the measured beam positions for 750 kW equivalent
beam, where the chromaticity ξ is fully corrected in the
entire energy. When the terminals are open, the vertical
motion (blue) becomes unstable accompanied with the hor-
izontal motion (red), because the horizontal and vertical
tunes merge during the acceleration. The black (horizon-
tal) and green (vertical) lines demonstrate that the resistors
remarkably suppress the beam growth rate, compared with
the red and blue lines. Now, it is obvious that the kicker
impedance substantially determines the preferable tune to
increase the beam intensity.

Figure 5 shows simulation results for one mega-watt beam
(the r.m.s size of momentum spread (∆p/p) of the injection
beam from LINAC is assumed to be 0.025%.). The results
is obtained with the condition that the chromaticity ξ is
corrected only at the injection energy. Even in the condition,
the left figure predicts the beam instability, where the tunes
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Figure 5: 1 MW simulation results, where the chromaticity
ξ is corrected only at the injection energy. In the left figure,
the tunes νx = 6.45 and νy = 6.42 are fixed during the
acceleration. In the right figure, the tunes change as in the
right figure of Fig. 4.

νx = 6.45 and νy = 6.42 are fixed during the acceleration
time. Nevertheless, the right figure of Fig. 5 shows that the
beam instability can be avoided, if the tunes are manipulated
as in the right figure of Fig. 4.

ν

ν

ν

ν ν

ν

ν

ν

ν

Figure 6: Measurement results of 750 kW beam, for the
different tune manipulations, where the chromaticity ξ is
corrected only at the injection energy.

The availability of the tune manipulation is demonstrated
by using 750 kW equivalent beam and the injection beam
with ∆p/p = 0.18%. In the left figure of Fig. 6, the beam
instability shown by the red and the blue lines (the tunes
are fixed) is stabilized to be the black and the green lines by
the tune manipulation (the right figure of Fig. 4). The beam
with the fixed tunes becomes unstable only in the horizontal
direction, because the horizontal tune and the vertical one
are isolated in the case.

Several tune manipulations are experimentally challenged
by gradually decreasing the tunes toward the extraction time.
The right figure of Fig. 6 shows the results. Three tracking
patterns (νx = 6.32,6.27 and 6.22 at the extraction time)
seem promising to achieve the high intensity goal.
Only tune manipulations may be insufficient to accom-

plish one mega-watt beam. In that case, we actively make
use of the damping effect due to space charge. In the ac-
celerator covering the intermediate energy region such as
the RCS, the smaller bunching factor (average current/peak
current) especially around the low energy region causes the
beam stabilization by expanding the tune spread [13]. This is

realized by reducing the momentum spread of the injection
beam.

To demonstrate the scheme, let us prepare for the LINAC
beam with two momentum spreads (0.08% and 0.18%). The
left figure of Fig. 7 shows the measured bunching factor of
the beams accumulating the injection beams with the differ-
ent ∆p/p. The injection beam with the smaller momentum
spread creates the smaller bunching factors for the RCS
beam. The right figure of Fig. 7 shows the corresponding
RCS beam behaviors, where νx = 6.45 and νy = 6.42 are
fixed during the acceleration, while the chromaticity ξ is
corrected only at the injection energy. The beam with the
smaller bunching factor is stabilized, as expected.

∆

∆ ∆

∆

Figure 7: The measured bunching factors (left) and the hori-
zontal beam positions for 750 kW beam (right).

In the routine operation of RCS, the sextupole magnets
are turned off, and the voltage with the second harmonic
RF as well as the one with the fundamental harmonic RF is
excited during the injection period. In order to mitigate the
space charge effect, the longitudinal painting is performed
by applying the phase sweep of the second harmonic voltage
(typically −100 degree) relative to the phase of the funda-
mental one, and by adequately superposing the voltage with
second harmonic to the one with the fundamental harmonic
in order that the injection beam feels momentum offset (typ-
ically −0.2 %) relative to the center of the RF-bucket (In
Figs. 4-7, the phase sweep and the momentum offset are set
to −100 degree and −0.2 %, respectively.).
On the other hand, the present strategy to achieve one

mega-watt beam is to make maximum use of the tune ma-
nipulation combined with the space charge damping effect.
When the damping effect is insufficient in reality, the bunch-
ing factor will be made lowered by activating the second
harmonic voltage without the phase sweep, neither the mo-
mentum offset during the injection period.

A REDUCTION SCHEME OF THE
KICKER IMPEDANCE

In order to pursue the higher intensity beam, there is no
way except reducing the kicker impedance itself. In order
to reduce the impedance, main idea is to insert a resistor
between the coaxial cable and PFN (pulse forming network).
However, the resistor has to be isolated from PFL to ensure
twice excitation current due to the superposition of the for-
ward and backward currents to extract beams, while it needs
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Ω

Figure 8: The terminal conditions of kicker cables (left),
and the intensity dependence of the impedance at β = 0.97
(right).

to be seen by the beams to absorb the beam-induced cur-
rent. A mechanism is needed to isolate the damping resistor
from the pulse current from PFL. From a mechanical point
of view, the easiest way is to insert a diode in front of the
resistor, as in the left figure of Fig. 8.
Requirement to real diodes is that the reverse voltage

VR must have at least 40 kV or higher. The most significant
concern is whether the beam-induced current flows the diode
having the such high reverse voltage. In order to substantially
reduce the impedance of the diode, four diodes withVR = 65
kV (MD04SNKJ [14]) connected in parallel are connected
to the resistor.
Now, let us observe the kicker impedance. The conven-

tional wire method cannot measure the impedance of the
kicker with the diodes. This is because the measurement is
basically done in frequency domain by using weak currents
with Network Analyzer.

However, it is now possible to indirectly (not directly as
in sec.2) find it by measuring the behavior of RT (of the
diode plus resistor) in Eq.(18) for the high intensity beam.
The results are shown in the right figure of Fig. 8. The
impedance becomes lower as the beam intensity is higher,
because the diode becomes more conductive for higher cur-
rent and the terminal impedance RT approaches the charac-
teristic impedance of the kicker. The scheme successfully
makes the present kicker impedance halved or less.

SUMMARY
The measured beam-induced voltage at the ends of the

kicker cables is successfully transformed to the kicker
impedance. The measurement enhances the reliability of the

estimation of the kicker impedance, so that it is incorporated
into the input of ORBIT.
In order to achieve high intensity beams, it is effective

to utilize tune manipulations and the space charge damping
effect. In other words, it is preferable that the momentum
spread of the injection beam is as small as possible.
The measurements of the terminal impedance RT at

the ends of the kicker cables by the beam-induced volt-
age/current demonstrate that the kicker impedance can be
halved or less by attaching the resistors combined with four
diodes in parallel there.
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RING SIMULATION AND BEAM DYNAMICS STUDIES FOR ISIS 

UPGRADES 0.5 TO 10 MW 

D.J. Adams, B. Jones, B.G. Pine, C.R. Prior*, G.H. Rees*, H.V. Smith, C.M. Warsop, 

R.E. Williamson, ISIS and *ASTeC, Rutherford Appleton Laboratory, STFC, UK

Abstract 

Various upgrade routes are under study for the ISIS 

spallation neutron source at RAL in the UK. Recent work 

has concentrated on upgrading the injector, increasing 

injection energy from 70 to 180 MeV, and studying the 

challenging possibility of reaching powers up to 0.5 MW 

in the existing 800 MeV RCS. Studies for the longer term 

are exploring the possibilities of a 5 MW, 3.2 GeV RCS 

that could form part of a new stand-alone 10 MW next 

generation “ISIS II” facility. A central part of these ring 
studies is the use of computer simulations to guide 

designs, for example optimising the injection painting 

configuration and providing an indication of expected loss 

levels. Here we summarise the computer models used, 

indicate where benchmarking has been possible, describe 

optimisations and results from studies, and outline the 

main uncertainties. Understanding the limitations in high 

power RCS accelerators is an important part of 

determining optimal facility designs for the future. 

INTRODUCTION 

A range of ISIS upgrade routes is now under study, a 

lower beam power regime of 0.5 MW, and a higher power 

regime from 1 MW upwards. A key factor determining 

the optimal beam power for future short pulse spallation 

sources will be the results of ongoing target and 

moderator studies, which are working to optimise the 

brightness of neutron beams for the user. 

In the lower power regime, an upgrade replacing the 

existing 70 MeV ISIS linac with a new 180 MeV injector 

is the favoured route. This could potentially boost powers 

to 0.5 MW and also address obsolescence issues with the 

present linac. This paper summarises the design of the 

beam dynamics for the existing ISIS RCS with the new 

180 MeV injector. 

For the higher power routes, a new stand alone option 

(“ISIS II”) is the favoured route, with an initial beam 

power of 1 - 2 MW, capacity for multiple targets and 

further upgrade routes to 5 or even 10 MW. Studies are 

presently concentrating on a “base-line” option, 
consisting of an 800 MeV H

-
 linac and a 3.2 GeV RCS, 

which has been studied in some detail [1]. Such a design 

would have the potential for 2 – 5 MW with a single ring, 

and 10 MW with two stacked rings. Understanding the 

limitations and optimising parameters for this 3.2 GeV 

RCS are thus an important step in identifying the best 

designs. Other options, (e.g. FFAGs), will have to 

compare favourably with this base-line. Initial results 

from 1D and 3D simulations of the 2 - 5 MW, 3.2 GeV 

RCS are also presented below. 

180 MEV INJECTION UPGRADE 

The main potential benefits to the synchrotron of a new 

higher energy linac, chopper and energy ramping 

injection line are reduced transverse space charge and 

more flexible, optimised transverse and longitudinal 

injection systems.   

Currently a 70 MeV, 25 mA H
-
 linac provides a pulse 

length of 200 µs for injection into the RCS. Beam is 

accumulated via charge exchange through a foil centred 

in a 4-magnet, symmetric, horizontal bump, with 45 mr 

deflections. Beam is painted dispersively in the horizontal 

plane, exploiting orbit motion due to the falling main 

magnet field. Vertically a sweeper magnet paints the 

position at the foil. About 3×10
13

 protons per pulse (ppp) 

are accumulated over 130 turns.  Transverse acceptances 

are collimated at ~350 π mm mr using an adjustable 

collector system. 

The DC accumulated beam is non-adiabatically trapped 

into two bunches by the ring dual harmonic RF (DHRF) 

system. The RF system consists of 10 ferrite tuned 

cavities, with peak design voltages of 168 and 96 kV/turn 

for the h=2 and 4 harmonics respectively. Nominal 

betatron tunes are (Qx, Qy)=(4.31, 3.83), with peak 

incoherent tune shifts of ~0.5. Intensity is loss limited: the 

main mechanisms are longitudinal trapping, transverse 

space charge and stability. Single turn extraction uses a 

fast vertical kicker and septum.  

Most of the existing ring would remain unchanged for 

the upgrade. However, a new injection straight with 

higher field bump magnets and new injection beam 

dumps would be required. Also the ring collimation 

system would need modifications to intercept beam losses 

at higher energies. To facilitate hands on maintenance 

machine activation levels would be kept at existing levels.  

Transverse Space Charge and Stability 

Reduction of transverse space charge with increasing 

injection energy is expected to scale as ȕ2Ȗ3 allowing  the 

existing injection intensity of 3×10
13

 ppp at 70 MeV 

(0.2 MW) to be raised to 8×10
13

 ppp (0.5 MW).  This 

simple scaling law gives basic guidance, but detailed 

assessment and simulations with the in-house code Set [2] 

confirm that these intensities are the upper limit, which 

depend on achieving optimal bunching factors, emittances 

and working points. The smaller energy ramp, 

180 - 800 MeV, also reduces emittance damping, which 

will require a small increase in the extraction system 

acceptance [2]. Instabilities are one of the major concerns 

with the most obvious problem being resistive-wall head-

tail already observed on ISIS [3]. This is presently 

avoided by lowering Qy. The growth rate can be expected 
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to scale strongly with intensity, and lowering Qy further 

will tend to increase loss associated with the half integer 

resonance. The development of a damping system is 

expected to resolve this issue [4]. 

Injection Scheme Specification 

The new injection system assumes a linac beam current 

of 43 mA and a chopping duty cycle of 70% which 

requires 500 µs (~500 turns) to accumulate 8×10
13

 ppp.  

There is some freedom in selecting the timing of injection 

with respect to the main magnet field minimum: on the 

falling edge, symmetrically, or the rising edge. 

The ring injection straight geometry is based on the 

existing design but the injection point is moved from the 

inside of the ring to the outside. This reduces the injection 

beam line complexity, and also the impact on ISIS 

operations, by making construction of all components 

(excluding the ring injection straight) independent of the 

existing machine. The new injection foil would be 

graphite of thickness 200 µg/cm
2
 and have an expected 

stripping efficiency of  >99.75% [5].  A schematic of the 

layout is shown in Figure 1.  

 

Figure 1: Schematic of injection straight.   

A basic design principle has been to include as much 

flexibility in the beam parameters as possible, within the 

constraints of achieving practical hardware designs. With 

this in mind, transverse painting schemes allow for 

centroid amplitudes in the range 60 - 200 π mm mr in 

both planes, with free choice of correlation schemes.  The 

beam must be accumulated and accelerated within 

maximum emittances of ~300 π mm mr to stay within the 

acceptance of the ring collimators and extraction system. 

Longitudinal injection control is enhanced with the use 

of a chopper, with the aim to maximise the bunching 

factors (>0.4).  The chopper requires timing modulations 

to track the injection line energy ramping, ±1 MeV, and 

varying beam revolution frequency in the synchrotron.  

RF requirements are limited to the peak design voltages 

of 168 and 96 kV/turn for the h=2 and 4 harmonics 

respectively. To facilitate hands on maintenance, loss 

levels of less than ~0.1% are required. These must be 

controlled, i.e. localised in the injection and collimator 

straights. 

Transverse Painting and New Injection Straight 

The injection point in the new design is on the outside 

of the ring, at a horizontal displacement of 100 mm and 

angle of 6 mr with respect to the ring central axis. 

Capability for centroid painting in the range 

60 - 200 π mm mr in both planes is included. 

The beam is painted horizontally using a combination 

of dispersive painting (injection energy mismatch to ring 

synchronous energy) and changing the local bump 

amplitude and angle at the foil.  Dispersion at the foil is 

2 m, 0.37 mr providing typical painting amplitudes 

0 - ±10 mm and angles ±2 mr for a ±1 MeV variation in 

injection energy. The bump deflection angles are 

constrained to the range 45 - 50 mr providing a local 

displacement and angle at the foil 70±5 mm, ±10 mr 

respectively. The lower bound, 45 mr, conserves the 

position of the H
0
 beam dump.  The upper bound of 50 mr 

is considered the maximum deflection angle achievable in 

a magnetic design [6].  

Vertical painting is achieved by varying the injection 

angle, 2 - 6 mr, at a constant displacement with respect to 

the ring central orbit of 20 mm. Beam parameters on the 

foil are controlled by two upstream steering magnets per 

plane in the transport line, which are programmed through 

the injected pulse.   Horizontal and vertical phase space 

plots of the full painting amplitudes, 60 - 200 π mm mr, 

are shown in Figure 2. The corresponding bump magnet 

angular deflections for injection symmetrically about field 

minimum and a schematic of the real space layout are 

also shown. 

 

  

Figure 2: Transverse phase space (top), bump angular 

deflections over injection and real space layout (bottom).  

Magnetic models of the injection straight using OPERA 

[7] have been used to track injection trajectories of the H
-
, 

H
0
 and protons to confirm beam dump positions and 

aperture clearances [5].      

Vertical painting schemes are unconstrained for any 

injection timing. However, increasing or decreasing 

horizontal painting amplitudes for correlated, constant 

and anti-correlated schemes can only be achieved for 
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injection symmetrically about field minimum. Therefore, 

symmetric injection timing is the preferred choice. 

Longitudinal Painting and Acceleration 

The basic viability of accelerating 8×10
13

 ppp (4×10
13

 

per RF bucket) with the existing RF system has been 

confirmed by simulating the acceleration of an invariant 

Hofmann-Pedersen (HP) distribution [8, 9] taking into 

account space charge.  If no further RF capacity is 

available this defines an upper limit to the painted 

longitudinal emittance for multi-turn injection as 

emittance increases during injection are inevitable. 

Therefore, given the chopping duty factor, an energy 

painting amplitude was chosen to accumulate a beam 

within that emittance. It is also noted that beam stability 

measured using the Keil-Schnell-Boussard (KSB) 

criterion [10] is strongly dependent on the energy spread 

of the beam. Within these constraints the painting 

amplitude as a function of time was chosen, alongside the 

RF phases, to paint the beam as close to a HP as possible. 

The proposed painting scheme is an optimisation of 

previous longitudinal simulations [8], injecting 

symmetrically about the main magnet field minimum 

(-0.25 – 0.25 ms) with the injection energy sweeping non-

linearly between 181.2 and 182.2 MeV.  This is combined 

with a non-linear RF steer to paint the beam in energy 

from the centre of the RF bucket to 1.3 MeV off axis.  

The maximum injected momentum spread available from 

the injector design, 1.0×10
-3

 is used.  RF volts are held 

constant at 74 and 55.5 kV per turn for h=2 and h=4 

respectively through injection, and the phase between 

them is varied to maximise the bunching factor, and 

emittance by maintaining a stationary bucket. A 

schematic of the process is shown in Figure 3.   

 

Figure 3: Longitudinal phase space painting of beam and 

RF bucket (left), with painting amplitudes (right). 

Parameters through acceleration peak at 157.3 and 

115.5 kV per turn for h=2 and h=4 respectively with the 

phase between the two systems varying between 9 and 

-64°.  Second harmonic voltages are slightly above 

current ISIS limits to reduce losses inferred from 3D 

studies detailed in the next section.   

The longitudinal simulation results of this injection 

scheme, using an in-house 1D code [8], are summarised 

in Figure 4. They show a well-controlled beam with 

bunching factors >0.4 and stability parameter [8] peaking 

just above 1.  Options for increasing gap volts and dealing 

with the additional beam loading due to high intensity 

beams are currently under study.   

 

 

Figure 4: Phase space at the end of injection, 5 and 10 ms 

(top), evolution of bunching factor, stability parameter, 

peak dp/p for proposed injection scheme (bottom). 

The ORBIT 3D Model 

3D simulations of injection and acceleration use the 

ORBIT code [11] with modifications to allow RF bucket 

offsets.  The ISIS ring is described using linear transfer 

matrices generated in MAD [12]. Injection dipoles are 

modelled using horizontal kicks which are dynamic 

during injection and then reduced to zero over 100 µs. 

The foil is modelled as a square, 11x11 mm, 

corresponding to the size of the injected beam at 

3.33 sigma.  Beam vacuum vessels and collimators are 

included. Space charge is simulated with the 3D space 

charge routine using a transverse grid of 128x128 and 64 

longitudinal bins.  Half integer driving terms are included 

by using quadrupole errors in the MAD model at expected 

levels for machine errors.  Coherent instabilities are not 

included.  A single bunch is modelled. 

This simulation is based on the model benchmarked 

against the present ISIS machine [13] where comparisons 

with measurements of longitudinal profiles and beam 

losses showed reasonable agreement. The model has also 

shown good agreement with measured transverse profiles 

though injection [14].  

Convergence tests show 5 M macro particles produce 

beam loss results at 0.1%  levels with a deviation of 

0.001%.  Emittance evolutions change by 2% between 2.5 

and 5 M particles.  Random seed tests show deviations 

within these limits.  Hence 5 M particles are used for final 

simulation results. 

Injection Painting Amplitudes 

The aim of the 3D painting process is to establish a 

stable beam distribution of 8×10
13

 ppp (4×10
13

 per 

bucket) within machine acceptances and minimal losses. 

Non-linear space charge forces lead to complicated 

dependencies on painted centroid emittances, tune, and 

bunching factors. Therefore, to identify viable working 

parameters a set of ORBIT scans was performed, 

monitoring emittance over 1000 turns for different 

painting conditions. For each scan centroid emittances 

were constant through injection. The set of scans explored 

the effects of varying the centroid emittances in both 
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planes from 60 - 110 π mm mr. In all cases the injected 

beam un-normalised RMS emittance was 0.46 π mm mr. 

The results, the evolution of 99% emittances for 

selected painting cases, are shown in igure 5. The aim 

was to produce the lowest emittance, stable beam on turn 

1000 with minimal beam loss.  Final results  indicated 

painting amplitudes for centroid emittances of 

(εxc, εyc)=(100, 65-75) π mm mr produced beams with 

99% emittances of (εx99%, εy99%)=(343, 242) π mm mr. 

This is easily accommodated within the collimated 

acceptance of the ring (εcollx, εcolly)≈(400, 322) π mm mr. 

The resulting distributions are shown in Figure 6. 

 

Figure 5: Emittance evolution for varying centroid 

painting amplitudes. 

 

Figure 6: Phase space plots at the end of injection for 

optimised painting. 

The foil produced 3.7 re-circulations per injected 

proton for the best case.  Foil temperatures peak at 

1657 K for 50 Hz machine operation [5] which is within 

safe operating temperatures.  

Working Point and Envelope Errors 

A main loss mechanism in the upgrade is expected to 

be related to half integer loss – particularly if head-tail 

instability forces a reduction in Qy [15]. Therefore effects 

of working point and representative quadrupole driving 

term (DT) errors were studied with ORBIT.  

Simulations were run with a nominal beam for two 

working points, the design (Qx, Qy)=(4.31, 3.83) and a 

raised (Qx, Qy)=(4.41, 3.93), and with representative  

quadrupole DTs on and off. Collimators were placed at 

100% acceptance and normal apertures included.  For 

each case evolution of 99% emittance and beam loss were 

recorded. 

Evolution of emittances are shown in Figure 7 with the 

total loss indicated in the legend. It can be seen that 

adding the error term increases emittance and total loss at 

both working points.  As expected, moving the working 

point up, away from resonance, reduces growth with and 

without driving terms but surprisingly does not reduce 

losses.  

Whilst behaviour of emittances was as expected, beam 

loss levels were complicated by an additional effect due 

to the conformal ISIS vacuum vessels. Around most of 

the machine, apertures are matched to the design 

envelope, and working point, of the lattice: this is 

included in the ORBIT model. Once the tune is changed, 

the mis-match with the aperture effectively reduces the 

useful acceptance. These simulations demonstrated that, 

while losses were low, it was an important effect, with 

loss location correlating with expected ripple in the beta 

function. Therefore, the higher losses at the higher Q 

suggest the design working point may be better. This 

important, if subtle, effect and possible remedies will be 

studied further.  

 

Figure 7: Emittance evolution at 99% occupancy with 

varying Q and harmonic envelope errors.  

ORBIT Results Summary 

Studies in the previous section have guided 

optimisations to a workable solution.  An injection 

painting parameter set has been found based on transverse 

painting amplitudes in the horizontal and vertical planes 

of  100, 65 - 75 π mm mr respectively. This incurs 3.7 foil 

re-circulations equating to a maximum foil temperature of 

1657 K.  Longitudinally a chopper with 61% duty cycle, 

painted amplitude 0 - 1.3 MeV and choice of RF 

parameters show good control with bunching factors at 

the end of injection 0.51 and >0.4 for the remainder of 

acceleration.  Simulations with 5 M macro particles 

suggest losses of 0.082% when collimators are inserted at 

80% of the aperture.   

Whilst the simulation produces a loss of <0.1%,  this 

result will not reflect an accurate machine performance.  

At this stage the result suggests a plausible and workable 

design. Future studies to refine the design involve 

inclusion of non linear optics, impedances and magnet 

errors. 

MULTI MW UPGRADE RING STUDIES 

Multi MW Ring 

Plans for an accelerator complex capable of producing 

2 - 10 MW beams centre on the use of an 0.8 - 3.2 GeV 

RCS [1]. This lattice design is based on a 5 super period,  

370 m circumference ring, optimised for low loss multi 

turn injection through a foil located in the middle of an 8° 

dipole operating at 30 Hz (2 MW). Transverse injection 

painting is dispersive in the horizontal plane and uses 4 

local ring bump magnets in the vertical plane for 

accumulation of 1.3×10
14

 protons. The beam is chopped 

longitudinally, trapped and accelerated with a h=4 single 

harmonic RF system.  Increasing the repetition rate to 
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50 Hz and intensity to 2.0×10
14

, provides an upgrade path 

to 5 MW. Two such rings, stacked, could then provide 

10 MW. 

 The initial 30 Hz option has undergone some initial 

studies and results are given below. This design assumes 

a linac current of 57 mA with chopping duty factor ~50%, 

injecting over 800 µs (550 turns) starting 400 µs before 

magnetic field minimum.  

1D Design and Results 

Initial calculations for RF parameters are centred on the 

voltage required to remain synchronous with the main 

magnet field and overcome longitudinal space charge 

forces. The induced longitudinal space charge voltage will 

never exceed 40% of the applied RF voltage [9]. This 

determines an RF accelerating voltage profile. 

The basic viability of accelerating 1.3×10
14

 ppp 

(3.25×10
13

 per bucket) with these parameters has been 

tested using an in-house longitudinal particle tracking 

code [11] including space charge and a measure of beam 

stability using the KSB criterion [10]. A HP distribution 

[9] created at main magnet field minimum accelerated 

stably with no filamentation or beam loss.  

Preliminary longitudinal simulations (see Figure 8) have 

shown that the requisite intensity can be accelerated 

within the design specifications. RF volts are held 

constant at 100 kV per turn through injection and peak at 

450 kV per turn mid-cycle. The injected beam energy and 

RF steer are used to paint the injected beam linearly from 

the centre of the RF bucket to 2.1 MeV off axis.  

However, as also shown in Figure 8, the stability 

criterion is broken towards the end of the acceleration 

cycle (>15 ms).  Further simulations and analytical 

calculations are required to meet this criterion, optimise 

longitudinal painting and hence define the RF system 

requirements. 

 

 

Figure 8: Phase space at the end of injection, 8.33 and 

16.67 ms and evolution of bunching factor, stability 

parameter [8] and maximum dp/p. 

3D Design and Results 

The ring acceptance has been designed to accomodate a 

maximum unnormalised accumulated beam emittance of 

135 π mm mr in each plane.  Painting studies suggest 

anti-correlated painting with centroid emittances 60 - 40 

and 50 - 70 π mm mr in the horizontal and vertical planes 

respectively produce reasonable beam distributions with 

99% emittance of 147 and 150 π mm mr.  This requires 

±2.5 MeV control in injection energy and up to 32 mr 

deflection angles on local steering magnets. Beam 

distributions produced by ORBIT simulations at the end 

of injection are shown in Figure 9. Results look promising 

but many further studies are planned.  

 

Figure 9: Phase space at the end of injection. 
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RECENT RESULTS ON BEAM-BEAM EFFECTS IN SPACE CHARGE
DOMINATED COLLIDING ION BEAMS AT RHIC∗

C. Montag, BNL, Upton, NY 11973, USA

Abstract
To search for the critical point in the QCD phase diagram,

RHIC has been colliding gold ions at a variety of beam en-

ergies ranging from 2.5 GeV/n to 9.8 GeV/n. During these

low energy operations below the regular injection energy,

significant lifetime reductions due to the beam-beam inter-

action in conjunction with large space charge tune shifts

have been observed. Extensive simulation studies as well as

beam experiments have been performed to understand this

phenomenon, leading to improved performance during the

7.3 GeV run in FY2014.

INTRODUCTION
The Relativistic Heavy Ion Collider RHIC was designed

to collide beams of fully stripped Au ions at a top energy of

100GeV/nucleon. To search for the critical point in the QCD

phase diagram, center-of-mass energies in the range from 5

to 20GeV per nucleon pair are required, which extends far be-

low the nominal RHIC injection energy of 9.8GeV/nucleon.

At such low energies, the space charge tune shift becomes

significant, and typically exceeds the beam-beam tuneshift

by an order of magnitude [1].

When RHIC operated at beam energies of 3.85 and

5.75GeV/nucleon in 2010, a significant reduction in beam

lifetime due to the beam-beam interaction was observed, as

illustrated in Figure 1. During that entire physics run, the

working point was set at (Qx ,Qy ) = (28.13,29.12) as the
result of a brief tune scan.

Figure 1: Beam decay rates during several Au beam stores

at 5.75GeVnucleon beam energy. The Blue beam decay rate

improves dramatically as soon as the Yellow bean is dumped

at the end of each store (see insert). Note that the algorithm

to calculate the beam decay rate from the measured beam

intensity has a time constant of 20 sec. Hence, the actual

drop in instantaneous beam decay is even more dramatic

than suggested by the picture.

To gain a better understanding of beam-beam effects in

space charge dominated colliding ion beams, extensive sim-

∗ Work supported by Brookhaven Science Associates, LLC under Contract

No. DE-AC02-98CH10886 with the U.S. Department of Energy.

ulations have been performed. In the following sections,

we describe the simulation methods and present results on

emittance growth as well as frequency map analysis and

diffusion studies.

TRACKING MODELS

Space charge simulations tend to be very CPU-time con-

suming due to the frequent recalculations of the particle

distributions and associated electro-magnetic fields. How-

ever, in the particular problem under study here, we can

take advantage of the fact that the evolution of the parti-

cle distribution is comparatively slow, as indicated by the

experimentally observed beam decay of several hundred

percent per hour, which is equivalent to a beam lifetime of

tens of minutes. Since typical simulations track particles

only over a number of turns that corresponds to seconds

in real beamtime, we can therefore assume that the parti-

cle distribution remains constant in amplitude space over

the course of the simulation. This approach, which is sim-

ilar to the weak-strong method of beam-beam simulations,

significantly speeds up the simulation. In addition, since

re-calculating the electro-magnetic fields from the actual

particle distribution is avoided, no artificial noise due to the

limited number of particles is introduced into the simulation.

Furthermore, since the space charge kicks do not depend on

the actual distribution of test particles, we can apply meth-

ods such as frequency map analysis or action diffusion that

require special, non-realistic distributions.

Two different accelerator models are used for tracking,

a simplified “toy model”, and the realistic RHIC lattice.

The simplified model consists of 11 FODO cells. The

quadrupoles are modeled as thin lenses, while the dipoles

in this “ring” are just drifts, i.e. their bending radius is in-

finite. 10 of these FODO cells are identical, while in the

11th cell the quadrupole strengths are increased by 3 percent

to break the periodicity of the lattice. The phase advance

per FODO cell is approximately 108 degrees, depending on

the exact working point. In the center of one of the drifts

of the 11th cell a beam-beam kick is applied. The drift

spaces (“dipoles”) are subdivided into 32 slices of equal

length each; at the end of each slice a space charge kick

is applied according to the local β-functions and the beam
emittance, which is assumed to be constant. The tune is

adjusted using all quadrupoles simultaneously. The space

charge tune shift in this model is set to ξsc = −0.05,while
the beam-beam tune shift is set to ξbb = −0.003. In cases
without beam-beam interaction, the space charge tune shift

is set to ξsc = −0.053; this ensures that the total tune shift is
indentical in both cases.
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The large number of defocusing space charge and beam-

beam kicksmodifies the optics, and therefore the β-functions
at each kick location, while the kicks themselves depend

on the local RMS beam sizes and therefore the actual β-
functions. In a first step, the self-consistent β-functions in
the presence of (linearized) space charge and beam-beam

kicks are determined. Using this information, in the sec-

ond step test particles are tracked and the appropriate space

charge and beam-beam kicks are applied at each slice, de-

pending on the local RMS beam sizes.

The second approach uses the MADX-SC program to

model space charge in the real RHIC lattice. Space charge

kicks are applied at each quadrupole, while beam-beam col-

lisions are modeled at IPs 6 and 8. Multipole errors are

added to each dipole and each quadrupole based on measure-

ments on a single spare dipole and a single spare quadrupole

at a field strength corresponding to 2.5GeV/nucleon Au

ions. Since this model had been benchmarked against dy-

namic aperture measurements with 5.86GeV protons, which

have the same rigidity and therefore use the same lattice as

2.5GeV/nucleon Au ions, measured beam parameters for

5.86GeV protons are used throughout the study. Table 1

lists the relevant beam parameters used in this study.

Table 1: Beam Parameters for the MADX-SC RHIC Track-

ing Model

beam energy [GeV] 5.86

bunch intensity 4 · 1010
transverse rms emittance [mmmrad] 0.16

β∗ [m] 10

σIP [mm] 1.3

RMS bunch length [m] 3.0

space charge tune shift -0.065

beam-beam tuneshift per IP -0.005

RESULTS
Most of the tracking studies were performed using the

simplified “toy” model. As a first step, a tune scan was

performed along a parallel to the coupling resonance, from

(Qx ,Qy ) = (3.09,3.08) to (3.35,3.34), and the emittance
growth rate was determined by tracking 1000 particles over

20000 turns and fitting a straight line to the turn-by-turn 4D

emittance data. The number of slices, and therefore space

charge kicks, per drift was set to 8, 16, and 32, respectively,

to determine the necessary number of slices. This study

resulted in the number of slices set to 32 throughout the

entire tracking study.

Adding the beam-beam kick leads to an additional break-

ing of the periodicity of the lattice. To ensure that the ob-

served emittance growth is indeed caused by the nonlinear

nature of the beam-beam force and not due to broken pe-

riodicity, we compare the results obtained with the nonlin-

ear beam-beam kick with those using only the linearized

part of the beam-beam force. As Figure 2 demonstrates,

the observed emittance growth is indeed dominated by the

nonlinearity of the beam-beam kick. With the nonlinear
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Figure 2: Emittance growth rates during a tune scan with a

nonlinear (red) and a linearized (green) beam-beam kick in

addition to the nonlinear space charge kicks. The blue line

corresponds to the case without any beam-beam interaction.

beam-beam kick added, tunes close to the integer exhibit the

smallest emittance growth, while the emittance growth rate

increases almost monotonically with the distance from the

integer. Without the beam-beam kick, no emittance growth

is observed within the error bars of the linear fit at any work-

ing point during the scan, which is in qualitative agreement

with experimental observations of beam lifetime.

To provide a better understanding of the underlying mech-

anism causing the emittance growth in the presence of the

beam-beam interaction, the method of frequency map anal-

ysis was used. For this purpose, a single test particle was

tracked over 1024 turns, and the tune for the first and last

512 turns was determined to high precision using an in-

terpolated FFT technique [2]. As Figure 3 shows for the

FY2010 fractional working point (Qx ,Qy ) = (.13, .12), the
presence of the beam-beam interaction results in a signif-

icant enhancement of tune diffusion, especially along the

coupling resonance Qx = Qy . A similar picture is obtained

at the near-integer working point (Qx ,Qy ) = (.09, .08), as
shown in Figure 4.

Comparing these two working points in amplitude space

yields similar results, Figure 5, with the near-integer work-

ing point showing slightly higher tune diffusion at smaller

amplitudes. This is surprising insofar as the tune scan (Fig-

ure 2) indicates a significantly smaller emittance growth at

these tunes.

All results presented so far are obtained in a purely lin-

ear lattice, with the space charge and beam-beam forces

being the only non-linearities. This limitation is overcome

by tracking in the realistic RHIC lattice with its known non-

linearities, both from lattice sextupoles and multipole errors.

Comparing tune diffusion in the RHIC lattice for the FY2010

working point, (Qx ,Qy ) = (.13, .12), and the near-integer
working point (Qx ,Qy ) = (.095, .085) shows higher tune
diffusion at smaller amplitudes at the near-integer working

point than at (.13, .12), see Figure 6. This is in stark contrast
to experimental results obtained during beam experiments

in previous years as well as during FY2014 which showed
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Figure 3: Tune footprints in the “toy” model without (top)

and with (bottom) beam-beam interaction, for a working

point of (Qx ,Qy ) = (.13, .12).

improved beam lifetime in collisions at the near-integer work-

ing point [3, 4]. Dynamic aperture simulations qualitatively

agree with this experimental result as well.

The fact that those areas with enhanced diffusion corre-

spond to particles on or near the linear coupling resonance

(Qx = Qy ) leads to the suspicion that at least on this partic-
ular resonance tune diffusion does not necessarily indicate

amplitude diffusion. To prove this theory, we perform a tune

scan on the linear coupling resonance and record the emit-

tance growth as a function of tune, using our “toy” model.

As Figure 7 shows, there is still no emittance growth without

beam-beam interaction.

If we now perform a frequency map analysis at the work-

ing point (Qx ,Qy ) = (.08, .08),we notice very strong tune
diffusion even at small amplitudes, as depicted in Figure

8. The fact that this tune diffusion does not translate into

emittance growth proves that frequency map analysis is mis-

leading when studying beam-beam effects in space charge

dominated ion beams. Instead of tune diffusion, we therefore

study amplitude diffusion.
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Figure 4: Tune footprints in the “toy” model without (top)

and with (bottom) beam-beam interaction, for a working

point of (Qx ,Qy ) = (.09, .08).

We define the amplitude diffusion coefficient as [5]

D(Jx , Jy ) = lim
N→∞

σ2Jx (N ) + σ2Jy (N )

N
, (1)

where N denotes the number of turns and σJx (N ), σJy (N )
the rms action spread at turn N of a set of particles launched

at identical horizontal and vertical action values Jx , Jy in
phase space.

At regular intervals in the (Jx , Jy ) space, we launch 100
particles of equal action Jx, i , Jy, i in phase space and track
them over 10000 turns. After each turn N,we calculate the
RMS action spread

JRMS(N )2 = 〈(Ji (N ) − 〈J (N )〉)2〉 (2)

= 〈(Jx, i (N ) − 〈Jx (N )〉)2
+(Jy, i (N ) − 〈Jy (N )〉)2〉 (3)

and perform a linear fit

JRMS(N )2 = a + bN (4)
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Figure 5: Tune diffusion at two working points, in amplitude

space. Top: (Qx ,Qy ) = (.09, .08). Bottom: (Qx ,Qy ) =
(.13, .12).

to determine the diffusion coefficient

D(J) = lim
N→∞

σ2J (N )
N

= b. (5)

As Figure 9 shows, the diffusion coefficient D(J) at am-
plitudes below 4σ is larger the further away from the integer

the working point is chosen. This result is consistent with

the emittance growth data obtained using the same tracking

model, shown in Figure 2. Since only 1000 particles were

tracked to obtain those emittance growth data, amplitudes be-

yond 4σ are irrelevant because the probability of any one of
those 1000 particles being launched at such large amplitudes

is extremely small.

DISCUSSION
Simulation studies in the “toy” model show that emit-

tance growth rates due to the beam-beam interaction in space

charge dominated ion beams increase with the distance of

the working point from the integer resonance, which is in

agreement with lifetime observations in RHIC. However,

this observation is not supported by frequency map analysis
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Figure 6: Tune diffusion in the RHIC lattice with beam-

beam interaction, in amplitude space. Top: (Qx ,Qy ) =
(28.095,30.085). Bottom: (Qx ,Qy ) = (28.13,30.12).
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Figure 7: Emittance growth rates without beam-beam inter-

action on the coupling resonance as a function of tune.

in the same tracking model, thus indicating that tune dif-

fusion studies are not suitable for an understanding of the

underlying dynamics. Amlitude diffusion simulations, on

the other hand, agree with emittance growth simulations and

experimental observations of beam lifetime.
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Figure 9: Amplitude diffusion with beam-beam interac-

tion in the “toy” model at the near-integer working point

(Qx ,Qy ) = (.095/.085) (top), the FY2010 working point
(.13, .12) (center), and the RHIC high energy ion working

point (.23, .22) (bottom).
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PERFORMANCE OF TRANSVERSE INTRA-BUNCH FEEDBACK SYSTEM 

AT J-PARC MR 

Y. H. Chin, T. Obina, M. Okada, M. Tobiyama, T. Toyama, KEK, Ibaraki, Japan 

K. Nakamura, Kyoto University, Kyoto, Japan  

Y. Shobuda, JAEA, Ibaraki, Japan
 

Abstract 

A new broadband (~100MHz) feedback system has 

been developed for suppression of intra-bunch 

oscillations and reduction of particle losses at the J-PARC 

Main Ring (MR). A new BPM has been designed and 

fabricated, based on Linnecar’s exponential coupler 

stripline type, for a flatter and wider frequency response. 

The design and performance of the new BPM as well as 

preparation of a newly installed exciter and power 

amplifier is presented. We also report beam test results of 

suppression of horizontal intra-bunch oscillations at 3 

GeV with the bunch length of 150-200 ns. Simple 

simulations results without wake fields and the space-

charge effects qualitatively reproduce the experimental 

results of the intra-bunch FB system. 

INTRODUCTION 

The J-PARC is composed of three proton accelerators: 

the 400MeV linear accelerator (LINAC), the 3 GeV 

Rapid Cycling Synchrotron (RCS), and the Main Ring 

(MR) Synchrotron. The main parameters are listed in 

Table 1. At the J-PARC MR, transverse instabilities have 

been observed during the injection and at the onset of the 

acceleration. The present narrowband bunch-by-bunch 

feedback system (BxB FB) is effectively suppressing 

these transverse dipole oscillations, allowing to attaining 

the 230 kW beam power [1]. But the BxB feedback 

system can damp only the center of mass motions of the 

whole bunches. Even with the BxB feedback system on, 

internal bunch oscillations have been still observed, 

which is causing additional particle losses [2]. To 

suppress intra-bunch oscillations, a more wideband and 

elaborate feedback system (named the intra-bunch 

feedback system) has been developed [3]. 

INTRA-BUNCH FEEDBACK SYSTEM 

Figure 1 shows the schematic of the new intra-bunch 

feedback system. It is composed mainly of three 

components: a BPM, a signal processing circuit (iGp12) 

and kickers. It divides each bucket to 64 slices and acts on 

each slice as if it is a small bunch (bunch-let) in a narrow 

band feedback system. The signal processing circuit 

detects betatron oscillation of each bunch slice using 

signals from the BPM and calculates feedback signals. 

These feedback signals are sent to the kickers through the 

power amplifiers. The new system and its set-up are 

similar to those of the current BxB feedback system. The 

main improvement is that each component now has a (64 

times) wider frequency sensitivity than the one for the 

BxB feedback system. The intra-bunch feedback system 

has been installed at the D3 building, while the current 

BxB feedback system is still operational at the D1 

building.  

Table 1: Main Parameters of J-PARC Main  

Circumference 1568m 

Injection Energy 3GeV 

Extraction Energy 30GeV 

Repetition Period 2.48s 

RF Frequency 1.67-1.72 MHz 

Number of Bunches 8 

Synchrotron Tune 0.002-0.0001 

Betatron Tune (Hor./Ver.) 22.41/20.75 

  
Figure 1: Schematic of the intra-bunch feedback system. 

BPM 

The new stripline BPM has been designed and 

fabricated based on Linnecar’s electrode design [4] (see 

Fig. 2). It is equipped with the exponentially tapered 

electrodes which, in principle, allow a flatter and wider 

frequency response (the green line in Fig.3) than the 

conventional rectangular ones (the blue line in Fig.3). The 

diameter of the beam pipe is 147mm, and the length of 

the electrodes is 300mm. The electrodes are placed 67mm 

from the center of the beam pipe. The height of the 

electrodes from the chamber surface needs to be gradually 

reduced (proportional to its width) toward their tips for 

the impedance matching. The BPM characteristics were 

measured by the stretched wire method. The measured 

frequency response is shown by the red line in Fig. 3. It 

can be seen that the new BPM has a good frequency 

response up to 1GHz. The position sensitivity is also 

measured and it is found to be fluctuating around 0.027 

by 0.002. 
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Figure 2: Side (top) and front (bottom) views of BPM. 

 

 

Figure 3: Theoretical and measured frequency responses 

of BPMs. 

Stripline Kickers and Power Amplifiers 

The new stripline kickers were also fabricated (see Fig. 

4). The electrodes are 750mm long and they are put on 

the circle of the diameter 140mm. They are coated with 

the Diamond Like Carbon (DLC) to suppress the multi-

pactoring effect, which may be serious when the kickers 

are used for slow extraction. The power amplifiers have 

3kW capability. Their bandwidth is 100kHz-100MHz, 

which limits the bandwidth of the whole system now. The 

kick angle at 3 GeV when used with the two 3kW 

amplifiers is estimated to be 3.5µrad at DC. 

Signal Processing by iGp12  

We adopt the iGp12 signal processing module 

developed by Dimtel Inc. [5]. It samples BPM signals 

(through the hybrid coupler) at the rate of 64th harmonic 

of the RF frequency (~100MHz). It divides each RF 

bucket into 64 bins (slices). It extracts betatron oscillation 

signals by using the n-tap FIR (n≤16, n=8 is used) filter 

on each slice, and feedbacks kick signals to each slice. As 

seen in Fig.3, the frequency characteristic of the BPM is 

approximately linear in the low frequency region (up to 

200MHz).  Thus, the beam position can be reconstructed 

by integrating the differentiated signals from the BPM. 

 

 
Figure 4: The front view of the horizontal stripline kicker. 

BEAM TESTS AT 3 GeV DC MODE 

Beam Conditions 

The first beam test was done in May 2014 with a single 

bunch of 2.7×10
12

 ppp at the energy of 3GeV. This beam 

intensity is 1/5 of the maximum intensity of MR at 

present. The main beam parameters are as follows: the 

bunch length is 150-200ns, the chromaticities are ξx=+0.5 

and ξy=+1.2, and the synchrotron tune is νs=1.7×10
-3

. 

First, we applied the intra-bunch feedback system to the 

horizontal oscillations at the injection, while the vertical 

BxB FB system is always turned on (when it is tuned off, 

a large amount of particle losses prevents the testing).   

Reduction of Horizontal Oscillations  

Figure 5 shows the 3-D view of the time evolutions of 

the oscillation amplitude of the horizontal dipole moment 

in the following three conditions: (top) both the intra-

bunch and the BxB FB systems are off, (middle) only the 

BxB FB system is on, and (bottom) only the intra-bunch 

FB system is on. The X-and Y-axes show the oscillation 

amplitudes of the bunch-slices and the revolution turn, 

respectively. The large horizontal oscillations are excited 

around the 262th turn due to the mismatching field of the 

injection kicker magnets. The horizontal oscillation 

decays even without the feedback systems, indicating that 

it is not instability. It can be clearly seen that the intra-

bunch FB system damps the horizontal oscillations much 

quicker than the BxB FB system.  

The slow change of the dipole moment amplitude (300 

turns) is due to the change in the longitudinal profile of 

the bunch, not the horizontal oscillation amplitude itself. 

A possible cause of this longitudinal profile change is a 

quadrupole oscillation of the bunch in the longitudinal 

phase space due to mismatching between the bunch and 

the bucket shapes. 

30mm 

132mm 

147mm 
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Figure 5: Time evolutions of the horizontal dipole 

moment after excited at 262
th

 turn. (Top) Both the intra-

bunch and BxB FB systems are off. (Middle) Only the 

BxB FB system is on. (Bottom) Only the intra-bunch FB 

system is on. 

  Figure 6 shows Fourier transforms of the horizontal 

oscillations of the bunch slices shown in Fig. 5: (top) all 

FB systems off, (middle) only BxB FB system on, and 

(bottom) the only intra-bunch FB system on. The Y-axis 

is the frequency. Even when the BxB FB system is on, the 

betatron sidebands are clearly visible at around 76kHz. 

But, they disappear when the intra-bunch FB system is 

turned on.  

Figure 7 shows the evolution of the bunch signals at 

every 100 turns after the large perturbation at the 262th 

turn. In each plot, signals are superimposed on 10 

consecutive turns. It can be seen in the bottom figure that 

the intra-bunch oscillations are almost completely 

damped by the intra-bunch FB system after the first 100 

turns.  

 

 

 

Figure 6: FFT of horizontal dipole moment amplitude. 

SIMULATIONS 

We made very simple simulations to see if they can 

qualitatively reproduce the experimental results of the 

intra-bunch FB system. Macro particles of 6400 are used. 

Wake fields, space charge effects and nonlinear effects 

are not included in these simulations. We plan to add 

more effects such as wake fields, the space charge and the 

multi-bunch effects for more accurate evaluations in 

future. 
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Figure 7: Time evolution of the bunch signals at every 100 turns after the large perturbation at the 262th turn. In each 

plot, signals are superimposed on 10 consecutive turns. (Top) Both the intra-bunch and the BxB FB systems are off. 

(Middle) Only the BxB FB system is on. (Bottom) Only the intra-bunch FB system is on. The 1st row corresponds to 

262th turn, the 2nd row to 362th turn, the 3rd row to 462th turn, and the 4th row to 562th turn, respectively.

 

Figure 8 shows the time revolution of center slice of 

the bunch. The left figures are for experimental results 

and the right ones are for simulations. It can be clearly 

seen that the intra-bunch FB system damps oscillations 

faster than the BxB FB system. This tendency 

qualitatively agrees with the experiments. At the 

maximum gain configuration, the damping time is about 

2000 turns and 40 turns when only the BxB FB is on and 

when only the intra-bunch FB is on, respectively. The 

experimental results when both the feedback systems are 

turned off shows damping of signals, indicating the 

existence of additional damping mechanisms, such as 

non-linear effects or wake fields. More elaborate 

simulation models are needed for accurate evaluations.  

INTERNAL MOTIONS 

In Fig. 9, the delta signal motions are plotted every 5 

turns after the 200th turn from the perturbation kick. In 

simulations, arbitrary offsets are added to match with the 

initial perturbations of the experiment. Good qualitative 

agreements are seen between the simulations and the 

experiments.  

CONCLUSIONS  

The first beam test successfully demonstrates that the 

new intra-bunch FB system is quite effective to suppress 

intra-bunch oscillations. Simple simulations results 

without wake fields nor the space-charge effects 

qualitatively reproduce the experimental results of the 

intra-bunch FB system. However, the horizontal 

oscillations presented in this paper are merely incoherent 

oscillations caused by the kicker mismatching field. 

More serious instabilities and resulting particle losses are 

observed on the vertical plane during the injection and at 

the onset of acceleration (when ξy=-0.3). They can be, 

however, suppressed by setting the vertical chromaticity 

to ξy=-3.2, although a smaller (slightly negative) vertical 

chromaticity is preferable for operational purposes. 

Preliminary beam tests on the vertical instabilities 

suggest that the new intra-bunch feedback system helps 

in stabilizing the beam against occasional bursts of large 

particle losses. More testing and tuning of the system are 

under way. The intra-bunch FB system is now used in 

routine operation at J-PARC MR. The beam loss at the 

injection is reduced from 350W to 170W.  
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Figure 8: Time revolution of the center slice of the bunch (the 30th slice). The left figures are the experimental results 

(Top: all FBs off, Middle: only BxB FB on, Bottom: only intra-bunch FB on) and the right ones are the simulations 

(Top: all FBs off, Middle: only BxB FB on, Bottom: only intra-bunch FB on).  

 
Figure 9: The delta signal motion around 250th turn after a perturbation kick. The top figures are for the experimental 

results (Left: all FBs off, Middle: only BxB FB on, Right: only intra-bunch FB on) and the bottom ones are for the 

simulations (Left: all FBs off, Middle: only BxB FB on, Right: only intra-bunch FB on). 
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DYNAMIC CORRECTION OF EXTRACTION BEAM DISPLACEMENT BY 
FIELD RINGING OF EXTRACTION PULSED KICKER MAGNETS IN THE 

J-PARC 3-GEV RCS 
H. Harada#, P.K. Saha, F. Tamura, S. Meigo and H. Hotchi 

 
J-PARC Center, KEK & JAEA, Tokai-mura, Naka-gun, Ibaraki-ken, Japan 

Abstract 
The 3-GeV rapid cycling synchrotron (RCS) of J-PARC 

is designed for a high-intensity output beam power of 
1MW. The RCS is extracted two bunches by using eight 
pulsed kicker and three DC septum magnets with 25Hz 
repetition. The extracted beam is simultaneously delivered 
to the material and life science experimental facility (MLF) 
as well as the 50-GeV main ring synchrotron (MR). The 
kicker magnets have the ringing of flat-top field and the 
ringing causes the position displacement. The 
displacement is big issue because it causes an emittance 
growth of the extracted beam directly. In the beam tuning, 
we performed a timing scan of each kicker magnet by using 
a shorter pulse beam in order to understand the 
characteristics of ringing field. We then carefully 
optimized the trigger timings of each kicker for the ringing 
compensation. We have successfully compensated the 
extracted beam displacements to (min., max.) = (�1.1 mm, 
+0.6 mm) as compared to (�14 mm, +10 mm) with no 
ringing compensation. The procedure for ringing 
compensation and experimental results are reported in this 
paper. 

INTRODUCTION 
The Japan Proton Accelerator Research Complex (J-

PARC) is a multipurpose proton accelerator facility [1,2], 
comprising three accelerator facilities that are a 400-MeV 
LINAC, a 3-GeV rapid cycling synchrotron (RCS), and a 
50-GeV main ring synchrotron (MR), and three 
experimental facilities that are a materials and life science 
experimental facility (MLF), a hadron experimental hall, 
and a neutrino beam line to Kamioka. In this chain of 
accelerators, the RCS has two functions as a proton driver 
to produce pulsed muons and neutrons at the MLF and as 
an injector to the MR, aiming at 1-MW output beam power. 
The RCS was beam-commissioned in October 2007 and 
the output beam power has been steadily increasing 
following progressions in the beam tuning, hardware 
improvements and the realistic numerical simulations 
[3,4,5]. After the LINAC had been upgraded output energy 
from 181 to 400-MeV by installation of ACS linac section 
in 2013 summer-autumn maintenance period, the RCS has 
successfully achieved output beam power of 300-kW for 
user operation and demonstrated 550-kW equivalent 
intensity with beam loss mitigation in our beam study [6]. 
In 2014 summer maintenance period, the Ion Source (IS) 

and RFQ in LINAC were replaced in order to upgrade a 
peak current from 30 to 50 mA. After upgrading the peak 
current from LINAC, the RCS started a beam tuning of the 
designed 1-MW intensity in October 2014. In first trial of 
the designed 1-MW intensity, we achieved 770-kW 
equivalent intensity [7]. In higher intensity beams, the trip 
of RF power supplies was happened. In December 2014 
and January 2015, we will retry a beam tuning of 1-MW 
intensity after the treatment for the RF issue. 

As shown in Fig. 1, the RCS extraction system consists 
of eight pulsed kicker magnets and three DC septum 
magnets. The extracted beam of two bunches is 
simultaneously delivered to MLF and MR with a repetition 
rate of 25 Hz. The pulsed kicker magnet has a ringing of 
flat-top field and the ringing causes position displacements 
to the extracted beam for horizontal plane. In this paper, the 
configuration and field ringing of kicker magnet are 
introduced and the effect on extracted beam is mentioned. 
The measured beam displacements by kicker timing scan 
and the procedure for kicker ringing compensation are 
reported. Finally, the results of the compensation are 
described.  

 

Figure 1: RCS and extraction line 

EXTRACTION KICKER MAGNET 
The detail configuration and field measurement of 

extraction kicker magnet and power supply have already 
been described in reference [8]. In this section, the 
configuration and measured magnetic field are briefly 
introduced.  

Configuration 
Kicker magnet consists of twin-C distributed Ferrite core 

with twenty units and two conductors in vacuum and the 
power source consists of two Thyratrons, PFN & loading 
cables and matching registers. Schematic diagram of 
kicker magnet system is shown in Fig. 2. Kicker magnet as 
shown in Fig. 2 is driven by two Thyratrons via two 
conductors. Operation charging voltage of Thyratron is 60 
kV and exciting current of magnet by two Thyratrons is 6 

 ___________________________________________  
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kA. As shown in Fig. 2, two conductors have exciting 
current in the opposite direction. The eight kickers have 
three types (S:3, M:2 and L:3), which are identified by 
vertical aperture gap of 153 mm (S: Nos.1, 7 and 8), 173 
mm (M: Nos.2 and 6) and 199 mm (L: Nos. 3, 4 and 5).  

 

 
Figure 2: Schematic diagram of kicker system 

Measured magnetic field and ringing field 
Twin-C core and calculated magnetic fields of kicker in 

the conditions of one (upper graph) and both (lower graph) 
side excitations are shown in Fig. 3. The measured fields 
are shown in Fig. 4. The measured fields in the condition 
of right and another left side excitation are A and B as 
shown by the upper graph in Fig. 4, respectively. Field C is 
the summed field of both A and B. Field D in Fig. 4 is the 
measured field in the condition of both side excitations. 
Field C is a good agreement with D. So, field D is created 
by combination of field A and B. It was found that the 
disturbance of the flattop as shown by the lower graph in 
Fig. 4 is caused by two reasons. One is the impedance 
mismatch between load cables and corresponding magnet 
and it is shown in the measured field A. The other is the 
effect of the magnetic field induced by the penetrated 
magnetic flux from the opposite side of the ferrite core and 
it is shown in the measured field B. As a result, the flattop 
of the kicker magnetic field showed a ringing structure 
such as measured filed D. 

EXTRACTION BEAM QUALITY 
The ringing field causes the different beam center 

position between two bunches and the beam displacements 
in first bunch. So, the flattop uniformity of the kicker 
magnetic field affects a quality of the extracted beam 
directly. In a first beam commissioning of the RCS, the 
required flatness of the flattop is 2% in the time length of 
840 nsec in order to extract the two bunches as compared 
with the measured field flatness of 6%. In order to 

compensate the distortion, the timing adjustment of the 
each kicker magnet was attempted. The timing of four out 
of eight kickers was modified to cancel out the peaks and 
valleys of the flattop. The trigger timing of first group (Nos. 
1, 3, 5, and 7 kickers) was fixed. On the other hand, the 
trigger timing of second group (Nos. 2, 4, 6, and 8 kickers) 
was delayed for about 130 nsec. This delay condition calls 
as “reference delay”. The flatness of 2% was achieved in 
the time length of 850 nsec, which satisfies the requirement 
in first beam commissioning. These results have already 
discussed in reference [9]. 

 

Figure 3: Calculated field and twin-C core of kicker. 
One side excitation case : a); both side excitation case : 
b). P is a short search coil position in field measurement. 

 
Figure 4: Time structures of measured magnetic field. 
Filed A and B in the upper graph are the measured fields 
in right and left side excitation. Field C in the upper is 
the summed field of both A and B. Field D in the lower 
is the measured field in condition of both side 
excitations. 
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Beam displacement measurement caused by 
kicker field ringing 

In a user operation up to June 2013, eight kickers have 
been operated in trigger timing delay of 130 nsec between 
first and second kicker group. A higher quality of extracted 
beam is required in a stage of beam tuning for high 
intensity in order to reduce the shock wave at a neutron 
target and the emittance growth of MR injection beam. To 
understand the flattop uniformity on total field of kickers, 
the uniformity was measured as beam position 
displacements by using a shorter pulsed-beam and trigger 
timing scan of entire kickers. The beam bunch length of 30 
nsec is shorter than normal one of 150-200 nsec in order to 
measure the ringing structure. The measured beam 
displacement �x is shown in Fig. 5. Fortunately, there was 
no much deference of beam center positions between first 
and second bunches. However, the measured beam 
displacements in first bunch was a range from �5.5 mm to 
+3.3 mm, corresponding to �1.6% and +0.75%. As the 
result, the ringing cannot be compensated by only simple 
trigger delay of 130 nsec between two groups. So, it is very 
important to directly measure the time structure of beam 
displacement by trigger timing scan with shorter pulsed 
beam for understanding the effect on kicker ringing.  

In order to further compensate the kicker ringing, the 
trigger timing of each kicker must be optimized. However, 
the time structure of kicker ringing is not simple. In fact, 
eight kickers consist of three types with different core gap 
corresponding to strength of magnetic field and each kicker 
has different betatron phase-advances. Therefore, it is very 
important to understand the effect on the beam position and 
the ringing structure kicker-by-kicker. And then, the 
trigger timing of each kicker should be optimized by the 
beam-based data for the ringing compensation. 

Beam-based position displacement response 
measurement kicker-by-kicker 

The beam-based measurements of beam displacement 
response kicker-by-kicker were performed by using a 
shorter pulsed-beam and trigger timing scan of single 
kicker. The trigger timing of a single kicker was swept 
kicker-by-kicker and the timing of other seven kickers was 
fixed where the extracted beam position was measured by 
BPM at the extraction beam transport line. Each data of the 
trigger timing scan for eight kickers (Nos.1 to 8) is shown 
in Fig.6. The time structure of each ringing was clearly 
measured and the different structure between each kicker 
was understood well. To check whether these data is right 
or not, we measured the beam displacements by entire 
timing scan in the other condition that timing delays of 
Nos.1, 4, 7 and 8 are 10, 35, 10 and �10 nsec. The measured 
beam displacements by entire timing scan were compared 
with the calculated ones based on scan data kicker-by-
kicker for two data of different timing delay. The compared 
results are shown in Fig. 7. The calculated beam 
displacements based on scan data kicker-by-kicker is a 
good agreement with the measured ones by entire trigger 
timing scan. So, we can discuss with timing optimization 

of each kicker based on scan data kicker-by-kicker for the 
ringing compensation  

 

 
Figure 5: The measured beam displacement �x (dots of 
light blue) by trigger timing scan of entire kickers and 
normal two bunched beams (yellow). Left and right 
bunches are first and second ones, respectively. 

 
Figure 6: The measured beam displacement �x[mm] by 
trigger timing scan of �t[nsec] kicker-by-kicker. �t of 0 
is bunch center of first bunch. 

 
Figure 7: The calculated beam displacements (blue dots) 
based on scan data kicker-by-kicker and the measured 
beam displacements (light blue dots) by entire trigger 
timing scan of eight kickers. �t of 0 is bunch center of 
first bunch. The upper and lower graphs are the 
calculated and measured displacements for different 
timing delays kicker-by-kicker in the upper graph is 
fixed. 
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Trigger timing optimization of each kicker for 
the ringing compensation 

Search of the optimized kicker’s trigger timing were 
performed based on timing scan data kicker-by-kicker. The 
time structure of each kicker ringing is not simple and we 
could not adapt a beautiful method such as “least-square 
method” for optimization of trigger timing kicker-by-
kicker. So, we tried to search the trigger timing of each 
kicker for further ringing compensation by “brute force 
method”. The trigger delays of each kicker for reference 
delay (1) and optimized delay from reference one (2) are 
described in Table 1. Beam displacements in the case of no 
trigger delay (0), reference delay (1) and optimized delay 
(2) are shown in Fig. 8. In first bunch length, (min., max.) 
of beam displacements with trigger delay of (0) and (1) are 
(�14 mm, +10 mm) and (�5.5 mm, +3.2 mm), respectively. 
After the optimization of trigger delay that is (2), (min., 
max.) of beam displacements are (�1.1 mm, +0.6 mm). As 
the result, we have successfully achieved to compensate 
further the beam displacement of extracted first bunch 
from (�5.5 mm, +3.2 mm) of reference delay to (�1.1 mm, 
+0.6 mm) of optimized delay, corresponding to the field 
distortion degree of (�0.28%, +0.15%). 

The extracted beam profile of first and second bunch for 
trigger delays of (0) to (2) were measured by a multi wire 
profile monitor at the extraction beam transport line for 
confirming the optimization of trigger delay kicker-by-
kicker. These measured beam profiles and fitted Gaussian 
functions are shown in Fig. 9. The center position 
displacements of measured beam profiles between first and 
second bunch made no differences among three timing 
delay patterns. On the other hand, the measured beam 
width of first bunch in trigger delay patterns of (0) and (1) 
is wider than that of second bunch. But, the fitted width �x 
of the measured beam profile for first bunch after the 
optimization of timing delay (2) kicker-by-kicker was a 
good agreement with the width for second bunch. 

The extracted beam displacements caused by the kicker 
field ringing were compensated well and the good beam 
quality of extraction beam was successfully achieved by 
using the timing scan data kicker-by-kicker. So, our 
procedure fills the role for compensation of the kicker field 
ringing as a good example. 

 
Table 1: Trigger Delay Kicker-by- Kicker 

Kicker Trigger delay �t 
(1) 

Trigger delay �t (2) 

No.1 0 nsec 60 nsec 
No.2 0 nsec -20 nsec 
No.3 0 nsec 50 nsec 
No.4 0 nsec 30 nsec 
No.5 0 nsec 200 nsec 
No.6 0 nsec -30 nsec 
No.7 0 nsec 50 nsec 
No.8 0 nsec -40 nsec 

 

 

Figure 8: Beam displacements (blue dots) with no 
compensation (upper graph), compensation by reference 
delay (center graph) and compensation by optimized 
delay (lower graph) in the region of first bunch. 
Rectangle of red dash line is first bunch length. 

Figure 9: The measured beam profile of extracted first 
(left) and second bunch (right). Upper, center and lower 
graphs are the measured beam profile in the trigger delay 
patterns of (0), (1) and (2), respectively. Lines are fitted 
Gaussian functions and �x[mm] is analyzed one sigma 
by the function. 
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EXTRACTION BEAM STABILITY 
We found that it is very important to keep the trigger 

delay kicker-by-kicker for extraction beam quality. 
However, there is a gradual change in Thyratron condition 
where Thyratron output timing has a drift over a period of 
minutes by lifetime or bad condition of Thyratron. In fact, 
the extracted beam in a user operation caused the beam 
displacement of more than 25 mm when Thyratron output 
has had a drift. Therefore, online monitor system of output 
current for all Thyratrons were developed. In the system, 
output current Thyratron-by-Thyratron was monitored and 
the output timing was analyzed online. If Thyratron output 
timing has a difference of more than |10| nsec from a 
reference one, the output timing is automatically corrected 
by the trigger timing. We have achieved to keep the 
extraction beam stability for beam delivering to the MLF 
and the MR. 

CONCLUSION 
The J-PARC 3-GeV RCS is extracted two bunched beam 

as high-intensity proton beam by using eight pulsed kicker 
and three DC septum magnets with 25Hz repetition. The 
extracted beam is simultaneously delivered to MLF as well 
as the 50-GeV MR. The kicker magnets have the ringing 
of flat-top field caused by the magnet configuration and the 
ringing causes the beam position displacement of the 
extraction beam. The displacement is big issue because it 
causes an emittance growth of the extracted beam directly.  

In a first beam commissioning started since October 
2007, the required flatness of the flattop is 2% in the time 
length of 840 ns in order to extract the two bunches as 
compared with the measured field flatness of 6%. For 
compensation of the kicker ringing, eight kickers had in 
trigger timing delay of 130 nsec between first (Nos.1, 3, 5 
and 7) and second kicker group (Nos.2, 4, 6 and 8). The 
flatness of 2% was achieved in the time length of 850 nsec 
In order to understand the flattop uniformity or the ringing 
structure by total field of kickers, the uniformity was 
measured as beam position displacements by using a 
shorter pulsed-beam of 30 nsec and trigger timing scan of 
entire kickers. In the region of first bunch length, we found 
that (min., max.) of beam displacements were (�5.5 mm, 
+3.2 mm), corresponding to the field distortion degree of 
(�1.6%, +0.75%). 

In a user operation up to June 2013, eight kickers have 
been operated in the trigger timing delay. However, a 
higher quality of extracted beam is required in a stage of 
beam tuning for high-intensity operation in order to reduce 
the shock wave at a neutron target and the emittance 
growth of MR injection beam. Therefore, it is necessary to 
further compensate the effect on the kicker ringing. In 
order to further compensate the kicker ringing, the beam-
based measurements of beam position displacement 
response kicker-by-kicker were performed by using a 
shorter pulsed-beam and trigger timing scan of single 
kicker. After that, search of the optimized kicker’s trigger 
timing were performed based on the timing scan data 
kicker-by-kicker. As the result of trigger-timing 

optimization, we have successfully achieved to 
compensate further the beam displacement of extracted 
first bunch from (�5.5 mm, +3.2 mm) to (�1.1 mm, +0.6 
mm), corresponding to the field distortion degree of 
(�0.28%, +0.15%). Additionally, the beam width of the 
measured beam profile for first bunch was a good 
agreement with the width for second bunch. The extracted 
beam displacements caused by the kicker field ringing 
were compensated well and the good beam quality of 
extraction beam was successfully achieved by using the 
timing scan data kicker-by-kicker.  

For extraction beam stability, online monitor and 
automatic correction system for Thyratrons output timing 
were developed. We have achieved to keep the extraction 
beam stability for beam delivering to the MLF and the MR. 

We have achieved to keep the extraction beam quality 
and stability without improvement of kicker magnet 
devices and new installation of correction magnet. Our 
procedure fills the role for compensation of the kicker field 
ringing as a good example.  
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PULSE-TO-PULSE TRANSVERSE BEAM EMITTANCE CONTROLLING
FOR MLF AND MR IN THE 3-GeV RCS OF J-PARC

P.K. Saha∗ , H. Harada, H. Hotchi and T. Takayanagi
J-PARC Center, KEK & JAEA, Tokai-mura, Naka-gun, Ibaraki-ken, Japan

Abstract

The 3-GeV RCS (Rapid Cycling Synchrotron) of J-PARC
(Japan Proton Accelerator Research Complex) is a MW-
class proton beam source for the muon and neutron produc-
tion targets in the MLF (Material and Life Science Experi-
mental Facility) as well as an injector for the 50-GeV MR
(Main Ring). The RCS has to meet not only the beam power
but also to ensure two different transverse sizes of the ex-
tracted beam for the MLF and MR, especially at high inten-
sity operation. Namely, a wider one for the MLF in order
to reduce damage on the neutron production target, while
a narrower one for the MR in order to ensure a permissible
beam loss in the beam transport line of 3-GeV to the MR and
also in the MR. We proposed a pulse-to-pulse direct control
of the transverse injection painting area so as to ensure a de-
sired extracted beam emittance. For that purpose, RCS in-
jection system was carefully designed for changing painting
area between MLF and MR very accurately. The extracted
beam profiles for the MR are measured to be sufficiently
narrower than those for the MLF and also shown to be con-
sistent with numerical beam simulation results. The system
is already in service and plays an important role even at the
present 300 kW beam operation. It is thus one remarkable
progress on the RCS design goal to confirm that the beam
parameters can be dynamically controlled and delivered as
requested by the users even in simultaneous operation. A
detail of the design strategy, painting process as well as ex-
perimental results are presented.

INTRODUCTION
The 3-GeV Rapid Cycling Synchrotron (RCS) of

Japan Proton Accelerator Research Complex (J-PARC)
is designed for a beam power of 1 MW [1]. A total of
8.33×1013 protons in two bunches is accelerated to 3 GeV
at a repetition rate of 25 Hz and simultaneously delivered
to the neutron and muon production targets in the MLF
(Material and Life Science Experimental Facility) as well
as to the MR (50-GeV Main Ring synchrotron). Figure 1
shows a schematic view of the RCS, which is a three-fold
symmetric lattice having a circumference of 348.333 m.
The injected beam energy is recently upgraded to the
designed 400 MeV from the 181 MeV so far. The RCS
beam power at present for the operation is 300 KW, while a
beam power of nearly 800 kW with sufficiently low loss has
already been demonstrated in a recent beam study [2]. A
pattern dipole magnet named Pulse Bending magnet (PB)
located downstream of the RCS extraction beam transport
(BT) line is used to switch the beam destination to the MR
∗ E-mail address: saha.pranab@j-parc.jp

Figure 1: Schematic view of the 3-GeV RCS of J-PARC. Ex-
tracted beam is simultaneously delivered to the MLF and
MR at a repetition rate of 25 Hz. A pattern dipole mag-
net named Pulse Bending magnet (PB) located downstream
of the RCS extraction line acts as a switching magnet for
changing beam destination MLF to MR.

according to the operation strategy. At present for the MR
with fast extraction operation, RCS beam delivery ratio to
the MLF and MR is typically 9:1.

However, RCS design goal is not only to achieve the
beam power but also to ensure specific requirements of
each downstream facility. One such an issue, especially at
high intensity operation is to control transverse emittance
of the extracted beam pulse-to-pulse between MLF and MR
even in simultaneous operation. Namely, a wider transverse
beam distribution for the MLF in order to reduce damage on
the neutron production target, while a narrower one for the
MR in order to ensure a permissible beam loss in the BT of
3-GeV RCS to the MR (3-50BT) as well as in the MR. The
BT of RCS to the MLF targets named 3-NBT has the aper-
ture of 324πmm mrad, same as the RCS primary collimator
but 3-50BT and MR designed apertures are much smaller,
120π mm mrad and 81π mm mrad, respectively. In order to
realize such a requirement, we proposed pulse-to-pulse di-
rect control of the transverse painting area during multi-turn
H− charge-exchange injection process in the RCS so as to
ensure a desired transverse beam profile or in other words, a
desired transverse emittance of the extracted beam. The de-
signed injection painting area in the RCS for the MLF and
MR are 216 and 144π mm mrad, respectively. The RCS in-
jection system was carefully designed for varying both hor-
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izontal and vertical painting areas pulse-to-pulse between
MLF and MR and has also been experimentally verified
through beam studies. At the present 300 kW operation of
the RCS, the transverse painting areas for the MLF and MR
are chosen to be 100 and 50π mm mrad, respectively.
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Figure 2: Estimated damping of the transverse rms horizon-
tal emittance and dependence on the injection painting area
for a beam power of 350 kW. A smaller painting area gives
comparatively a smaller emittance of the extracted beam.

Figure 2 shows numerical results for expected transverse
rms emittance damping and dependence on the injection
painting areas of 216, 150 and 100π mm mrads as shown
by blue, black and red lines, respectively. The painting emit-
tance values are 99.7% emittance values for all cases. In this
simulation injected beam energy was 181 MeV and a beam
power of 350 kW at the extraction energy of 3 GeV was con-
sidered, where a full 3-D space charge effect was taken into
account. It can be easily seen that a smaller initial painting
area guaranties comparatively a smaller emittance of the ex-
tracted beam. One can expect nearly 25% reduction of an
rms emittance for an injection painting area of 100π mm
mrad as compared to that of 216π mm mrad.

RCS INJECTION SCHEME AND
TRANSVERSE PAINTING PROCESS

Figure 3 shows a layout of the RCS injection area. The
H− beam from the LINAC is stripped to H+ by the 1st
stripped foil placed in the middle of 4 injection chicane mag-
nets, also called shift bump magnets (SB), and is injected
into the RCS. The transverse injection painting in the hori-
zontal direction are performed by 4 painting bump magnets
named PBH. The first two of them (PBH1∼2) are place in
the upstream of the SB, while the rest two (PBH3∼4) are
place at the downstream of the SB. The two vertical paint-
ing bump magnets (PBV1,2) are placed at the LINAC to
the RCS injection beam transport (L-3BT) line. In the orig-
inal design, two pulse steering magnets named PSTR1 and
PSTR2 are used for changing painting area MLF to MR in
the horizontal direction but recently with upgraded power
supplies of the PBHs, it has also been successfully done by
using only PBHs.

Figure 4 shows a schematic view of the RCS transverse in-
jection painting process for horizontal and vertical planes in
the upper and lower plots, respectively. The painting area is
considered to be the design maximum of 216πmm mrad for
both planes as shown by the bigger ellipses (black), where a
typical injected beam emittance is considered to be 4π mm
mrad (blue). In the horizontal direction, the position and
angle (x and x’) of the injected beam center is matched to
a closed orbit offset made by the SBs together with PBHs.
The horizontal phase space painting is performed by vary-
ing the closed orbit by the PBHs during 0.5 ms injection
period as shown by the arrow [3, 4]. The SBs are then lin-
early ramped down to zero so as to move the closed orbit to
the ring center. In the vertical direction, however, injected
beam angle (y’) at the foil is directly sweeped by the PBVs.
As shown in the figure the vertical angle of the injected
beam can be sweeped either center-to-outside or outside-to-
center in the circulating phase space for so-called correlated
or anti-correlated painting.

METHODS FOR SWITCHING PAINTING
AREA BETWEEN MLF AND MR

In this section, two methods for changing injection paint-
ing area pulse-to-pulse between MLF and MR, especially
for the horizontal direction are described. A change of the
painting area between MLF and MR in the horizontal direc-
tion is originally performed by using PSTR magnets but re-
cently it has also been realized by using only PBHs because
of their upgraded power supplies.

Figure 5 shows a schematic view of changing transverse
painting area between MLF and MR. The design painting
areas for the MLF and MR are considered to be 216π mm
mrad and 144π mm mrad as shown by the black and red el-
lipses, respectively. In order to change painting area from
MLF to MR in the horizontal direction, PSTR magnets are
used to change only angle of the injected beam to a smaller
value by keeping its position same as that for the MLF. This
is because a change of the both position and angle for a
smaller painting area needs to move the foil further inside in
the horizontal direction. That will significantly increase the
foil hits of the circulating beam for the MLF. It is therefore a
big issue for the corresponding foil scattering beam loss as
well as foil lifetime as 90% of the beam is delivered to the
MLF. The injected beam orbit, painting for the MLF is fixed
by two DC septa, while two PSTRs are additionally used to
control the injected beam orbit in such a way to realize a
smaller painting area for the MR. The black and red arrows
shows the amplitude and direction of closed orbit variation
for the corresponding painting area performed by the PBHs.
It has also to be mentioned that the chicane bump offset for
the MLF and MR should be changed and it is about 11%
higher for the later case. A further detail of the designed
strategy as well as experimental results can be found in our
separate article [5].
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Figure 3: Layout of RCS injection area. The SB1∼4 are the injection chicane magnets. The PBH1∼4 and PBV1∼2
(injection line) are used for transverse injection painting in the horizontal and vertical directions, respectively. The two
pulse steering magnets named PSTR1 and PSTR2 (injection line) are used to control horizontal phase space coordinates
of the injected beam at the 1st stripper foil in order to change horizontal painting area between MLF and MR. The PBVs
are used for controlling vertical angle of the injected beam for changing vertical painting area between MLF and MR.
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Figure 4: Schematic view of the transverse painting process
in the horizontal (top) and vertical direction (bottom). A
controlled closed orbit is variation is done by using PBHs
for horizontal painting, while injected beam angle itself is
sweeped in the vertical phase space for vertical painting.

As for the vertical direction, a painting area pulse-to-
pulse between MLF and MR, however, is changed by con-
trolling the size of the injected beam angle at the foil by us-
ing two vertical painting magnets, PBV1,2. A typical case
for correlated painting is shown.
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Figure 5: Schematic view of switching painting area be-
tween MLF and MR. The PSTRs are used to change angle
of the injected beam by keeping its position unchanged at
foil in the horizontal direction, while PBVs are used to con-
trol size of the injected beam angle in the vertical direction.

In stead of PSTRs, horizontal painting magnets PBHs are
only used in this method for switching horizontal painting
area MLF to MR. Figure 6 shows a demonstration such a
process which has also been successfully introduce in the re-
cent beam studies. In this case, injected beam position and
angle are both kept same for both MLF and MR but PBHs

Switching Horizontal Painting Area by PBHs
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patterns are carefully controlled for a particular closed or-
bit variation so as to realize a desired painting area. As
the closed orbit variation at the end of injection determines
the painting area, its amplitude for the MR painting is con-
trolled as shown by the red arrow.

Figure 7 shows typical current patterns for the first paint-
ing magnets (PBH1). The solid black and red curves are
typical patterns for 216 and 144π mm mrad painting area,
where initial closed orbit offsets at the foil are different.
However, in this method initial closed orbit offset is kept
same and thus the current at the starting of 144π mm mrad
is matched to that of 216π mm mrad by adding an offset be-
tween these two currents at start as shown by the red dotted
curve. In stead of current being zero at the end, there has
thus an offset at the end of injection, which determines the
painting area for the MR. At present PBHs patterns are kept
flat further 0.05 ms after injection is finished and then lin-
early ramped down to zero by another 0.35 ms. One big ad-
vantage with this method is that the painting area is changed
by using only PBHs and injected beam orbit for both MLF
and MR can be kept same. The chicane bump height is also
same for both MLF and MR painting. The partially stripped
and un-strippedwaste beam orbits are can be thus kept same.
However, an extra foil hits after the injection due to remain-
ing offset of the PBHs can be considered as one small issue.
In the vertical direction the procedure is same as done in the
previous method.
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Figure 6: Schematic view of switching horizontal painting
area by using only PBHs.

EXPERIMENTAL RESULTS
In order to verify a dependence of the extracted beam

profiles on the RCS injection painting area, experimental
studies were carried out for both 181 MeV and recently up-
graded 400 MeV injection energies.

The experimental study by using PSTRs were carried out
at 181 MeV injection. For simplicity, transverse injection
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Figure 7: Typical PBH current patterns for different paint-
ing areas. The dotted line is a typical patterns for changing
horizontal painting area MLF to MR by using only PBHs.

painting applied only for the horizontal direction and was
150 and 100π mm mrad for the MLF and MR, respectively.
The extracted beam profiles were measured by a Multi-wire
Profile Monitor (MWPM) placed in the 3-NBT. Figure 8
shows the measured (solid red circles) and simulated (lines)
horizontal extracted beam profiles for MLF (top) and MR
(bottom) for an equivalent beam power of 350 kW. As ex-
pected, the width of the extracted beam profile for the MR
painting is measured to be narrower as compared to that of
MLF painting and is also quite consistent with correspond-
ing simulation results. The simulation was performed by
using ORBIT code [6, 7].
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Figure 8: Comparison of horizontal extracted beam profiles
for the MLF 150 and MR 100πmm mrad injection painting
applied for only in the horizontal direction. The equivalent
beam power was 350 kW, where red solid circles are the
measured data by MWPM and lines are the corresponding
simulation results. The profile width for a smaller injec-
tion painting area for the MR is confirmed to be narrower
as compared to that for a larger one for the MLF.

Measurement of Extracted Beam Profiles by
Changing Horizontal Painting Area by PSTRs
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Figure 9 shows comparisons of both horizontal and ver-
tical extracted beam profiles between MLF and MR. The
painting area between MLF and MR was changed by us-
ing PBHs and PBVs for the horizontal and vertical direc-
tions, respectively. In this experiment, the injected beam
energy was 400 MeV and the extracted beam intensity was
4.6×1013 ppp (550 kW equivalent). The painting area for
the MLF and MR was chosen to be 100 and 50π mm mrad,
respectively. The top two figures are for comparison in the
horizontal direction, while bottom two figures are those for
the vertical direction. The measured profiles are plotted
with red solid circles, where lines are corresponding beam
simulations. Here also extracted beam profiles for the MR
painting is measured to be significantly narrower as com-
pared to those for the MLF painting even for an equiva-
lent beam power of 550 kW. The simulation results are also
found to be almost consistent with measured ones.
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Figure 9: Comparison of the horizontal (top two) and verti-
cal (bottom two) extracted beam profiles for the MLF 100
and MR 50π mm mrad injection painting applied for both
horizontal and vertical directions. In this case painting area
between MLF to MR was changed by the PBHs and PBVs
for the horizontal and vertical directions, respectively. The
beam profile widths for the MR are obtained to be narrower
than those for the MLF.

SUMMARY
In order to control extracted beam emittance pulse-to-

pulse in simultaneous operation, a direct control of the trans-
verse injection painting is proposed and has also been suc-
cessfully demonstrated through experimental studies. The
extracted beam profiles for a smaller injection painting area
for the MR are measured to be significantly narrower as
compared to those for a larger painting area for the MLF.
Two independent methods, especially for changing paint-
ing area in the horizontal direction are considered and also
successfully applied in the experimental studies. The cor-
responding numerical simulation results are also found to
be consistent with measurements. The system is already
in service even at the present RCS operation with 300 kW
beam, where transverse painting area for the MLF and MR
are fixed to be 100 and 50πmm mrad, respectively. It is thus
confirmed that in a multi user machine beam parameters can
be dynamically controlled and delivered as requested by the
users even in simultaneous operation. The present principle
can be applicable to any similar multi user machine for con-
trolling beam emittances in a pulse-to-pulse mode.

ACKNOWLEDGMENT
The authors would like to acknowledge all members of

the RCS for many supports and cooperation throughout the
present study. It is also our opportunity to acknowledge Dr.
S. Meigo and Dr. M. Ooi of J-PARC MLF for measuring
and providing the extracted beam profiles.

REFERENCES
[1] High-intensity Proton Accelerator Project Team, “ Accelera-

tor Technical Design Report for J-PARC”, JAERI-Tech 2003-
044 and KEK Report 2002-13.

Measurement of Extracted Beam Profiles by
Changing Horizontal Painting Area by PBHs

[2] H. Hotchi et al., “Lessons from 1-MW Proton RCS Beam Tun-
ing”, in this proceeding, MOXLR02, HB2014, East Lansing,
MI, USA (2014).

[3] P.K. Saha et al., “Direct observation of the phase space foot-
print of a painting injection in the Rapid Cycling Synchrotron
at the Japan Proton Accelerator Research Complex” Phys. Rev.
ST Accel. Beams 12, 040403 (2009).

[4] H. Hotchi et al., “Beam loss reduction by injection painting
in the 3-GeV rapid cycling synchrotron of the Japan Proton
Accelerator Research Complex”Phys. Rev. ST Accel. Beams
15, 040402 (2012).

[5] P.K. Saha et al., “Beam emittance control by changing injection
painting area in a pulse-to-pulse mode in the 3-GeV Rapid
Cycling Synchrotron of Japan Proton Accelerator Research
Complex”, Phys. Rev. ST Accel. Beams 16, 120102 (2013).

[6] J.A. Holmes, “Recent Enhancements to the ORBIT Code”, in
the Proceedings of IPAC2010, Kyoto, Japan, 1901 (2010).

[7] P.K. Saha et al., “ORBIT Beam Simulation Progress in the
3-GeV Rapid Cycling Synchrotron of J-PARC”, in the Pro-
ceedings of IPAC2013, Shanghai, China, 521 (2013).

THO3AB03 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

398C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Accelerator System Design, RF, Injection and Extract



MODELING AND FEEDBACK DESIGN TECHNIQUES FOR
CONTROLLING INTRA-BUNCH INSTABILITIES AT CERN SPS RING ∗

C. Rivetta† , J. Fox, O. Turgut , SLAC, Menlo Park, California, USA
W. Hofle, K. S. B. Li, CERN, Geneva

Abstract

The feedback control of intra-bunch instabilities driven
by electron-clouds or strong head-tail coupling (transverse
mode coupled instabilities MCI) requires bandwidth suffi-
cient to sense the vertical position and apply multiple correc-
tions within a nanosecond-scale bunch. These requirements
impose challenges and limits in the design and implemen-
tation of the feedback system. This paper presents model-
based design techniques for feedback systems to address the
stabilization of the transverse bunch dynamics. These tech-
niques include in the design the effect of noise and signals
perturbing the bunch motion. They also include realistic
limitations such as bandwidth, nonlinearities in the hard-
ware and maximum power deliverable. Robustness of the
system is evaluated as a function of parameter variations of
the bunch.

INTRODUCTION
The feedback control of intra-bunch instabilities induced

by electron-cloud (ECI) or strong head-tail interaction (trans-
verse mode coupled instabilities - TMCI) requires enough
bandwidth to sense the vertical position motion and apply
correction fields to multiple sections of a nanosecond-scale
bunch. Through the US LARP-CERN collaboration a wide-
band feedback system is under research and development
to control these intra-bunch instabilities. The effort is moti-
vated by the plans to increase the beam current in the Super
Proton Synchrotron (SPS) as part of the HL-LHC upgrade.

The feedback controller is implemented based on a digital
reprogrammable processing channel, sampling the trans-
verse bunch motion at a rate of 4 GS/s. The approach fol-
lowed to design the controller is to consider the bunch dy-
namics as a multi-input multi-output system (MIMO). This
conception arise because the multiple samples (multi-input)
measuring the transverse motion across the bunch are used
input to generate the multiple output samples that defines
the control signal driving the kicker device.

During the first part of this development, the feedback con-
trol system is using a bank of finite-impulse response (FIR)
filters to conduct MDs at CERN SPS ring during January
2013. In this bank, a filters are used to process individually
each sample of the input signal. This planning was followed,
in part, because of the simplicity of the filter implementa-
tion and the definition of its parameters and the limitations
imposed by the hardware installed in the machine. The band-

∗ Work supported by the U.S. Department of Energy under contract
DE-AC02-76SF00515 and the US LHC Accelerator Research Program
(LARP).
† rivetta@slac.stanford.edu

width of the existent kicker is about 160 MHz, limiting the
effective feedback control on a 3.2ns bunch length to the first
side-band around the betatron tune. Additionally, the setting
of the Q26 lattice in the machine defined the fractional beta-
tron frequency ωβ = 0.185 and the fractional synchrotron
frequency ωs = 0.0059 and the phase lag of the FIR filter
was not a limitation to damp the transverse bunch dynamics
corresponding to the barycentric and head-tail motions [1].

In the second stage of this development, new strip-line
kickers with wider bandwidth were installed in the SPS ring
and a slotted-coaxial kicker is under development [2,3]. That
potentially will define a true wide-band feedback channel
able to drive multiple intra-bunch modes. A new challenge
in the design of the feedback controller exists due to the
re-definition of the SPS lattice from the Q26 to the Q20
optics [4,5]. The new optics in the machine sets a fractional
synchrotron frequency ωs = 0.0170, spreading out the fre-
quency of the satellite bands around the betatron frequency
ωβ = 0.185. In [6], the design of a controller based on a
bank of infinite-impulse response (IIR) filters is analyzed
to stabilize the intra-bunch dynamics corresponding to the
new Q20 optics. In that pre-design, the phase of the filters is
kept almost constant in the frequency range corresponding
to the fractional betatron tune and its dominant side-bands
(fβ ± nfs). That design uses the bunch dynamics model to
define the fundamental parameters of the controller and test
the stability and performance robustness of the controller. It
does not incorporate specifically the model into the design
of the controller.

This paper addresses another methodology for the con-
troller design to stabilize the intra-bunch dynamics of the
beam at SPS with Q20 optics. The model of the intra-bunch
dynamics is included intrinsically in the controller design
providing the maximum information of the bunch modes to
be stabilized. This realization gives higher order controllers
respect to the FIR/IIR filter banks. In this paper we design a
full model-based controller to stabilize the dominant bunch
modes, analyze different controller options comparing the
stability and performance robustness of the system when
the betatron and synchrotron frequency are changed and the
initial modal instability (growth rates) are varied. Based
on this full controller, simplified versions or reduced order
controllers has to be evaluated. The study of these reduced
controllers is attractive to simplify the firmware implementa-
tion and the setting of the controller parameters in real-time
operation.
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FEEDBACK SYSTEM
The first requirement for the controller is to stabilize the

intra-bunch dynamics driven by electron cloud and strong
head-tail instabilities. Additionally, the feedback system
has to be robust to parameter changes in the beam dynam-
ics and different operation conditions of the machine. The
controller has to have enough dynamic range to keep the
stability-performance of the system for a maximum set of
beam transient conditions. Given the conditions that the
open loop system is unstable and the feedback channel has
delay, it could exist a combination of fast unstable dynamics
and long delay in the system that makes the controller un-
feasible. The bandwidth of the controller has to be limited
to minimize the effect of the receiver noise in the saturation
of the power stage. Additionally, the filter has to be able to
reject signal perturbations that affects the performance of
the feedback system. Feedback control model-based design
techniques allows to assess the system stability and address
the system performance including in the controller design
the rejection to noise and perturbations.

The architecture of the feedback control channel proto-
type implemented for this application is based on a digital
reprogrammable system, sampling the transverse bunch mo-
tion at a rate of 4 GS/s. A single bunch controller has been
developed to explore new technology and control techniques
and it is planned to expand this prototype to allow multi-
bunch control. The implementation of this system is based
on a reconfigurable FPGA and ADC/DAC operating at 4
GS/s. The system is synchronized with the SPS RF clock
and is able to perform diagnostic functions, set feedback
parameters and record the bunch motion at selected inter-
vals [7]. A general block diagram of the proposed hardware
is depicted in Fig. 1. Analog equalization of the pick-up and
cable transfer function is included in the feedback channel.
The controller is programmable and has the flexibility to
implement FIR / IIR filter banks or more complex control
topologies based on the bunch model dynamics.

�������	
�

�����

�	��������

��	�����
�����������

���

������
 

Receiver 
����

���� 
Vout 

���� Kicker 

SAT= ±127 c 
= ±407 mV 

SAT= ±127 c 
= ±228 mV 

SAT= ±80 V 

+ + 

nP(t) 

+ +

nE(t) 

�++R

Figure 1: Block diagram control feedback system.

MODEL-BASED CONTROLLERS
During the last decades, research in the feedback control

area filled the gap between the classic and modern control
theory, including in the controller design the information of
the system model, its parameter variations, perturbation and
noise to access the stability and performance of the closed
loop feedback. [8]. There exists several options to include
the bunch model in the design of the controller. We follow

in this paper the one based on the observer technique, which
is described by the block diagram depicted in Fig. 2.
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Ĝ(z)

	�����
������
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Figure 2: Block diagram model-based controller.

Defining by G(z) the transfer function matrix in Z-
domain between the vertical motion of the multiple sam-
ples of the bunch Y (z) and the control signal Vout(z), the
idea is to create an observer based on the bunch dynamical
model G̃(z) and the processed error signal L(Y (z)− Ỹ (z)).
This observer will allow to estimate in real-time the internal
states X of the system that are not included directly in the
system output Y (z). The feedback control will generate the
correction signal Vout(z) = −MX̃(z) based on the gain
matrix M. The controller is defined by the transfer function
matrix K(z), such that Vout(z) = K(z)Y (z) includes the
dynamic model of the bunch and has to gain matrices L and
M to adjust the system specifications and robustness.

In this approach is critical the knowledge of the bunch
dynamical model. This can be obtained via analytical meth-
ods, where the model can include parameter variations based
on the different operation conditions of the machine or esti-
mated via identification techniques. The last option is under
research and uses the correlation between an injected sig-
nal to perturb the bunch and the vertical displacement as
response to that excitation [9]. This technique not only is
useful to estimate the bunch dynamical model to design the
controller but also can be used as diagnostic tool to extract
bunch and machine parameters during operation.

Let us assume that the relationship between input-output,
G(z), can be represented by a realization in state space
G̃ = {A, B, C, D}. The model of the observer can be
expressed as;

x̃(k + 1) = Ax̃(k) + Bvout(k) + v(k)

ỹ(k) = Cx̃(k) + Dvout(k)

where ỹ(k) and x̃(k) are the estimated outputs and internal
states of the system, respectively and vout(k) and v(k) are
input signals. The matrix D is equal to zero for strictly
proper transfer function representations (general physical
systems). Then, if v(k) is proportional to the error between
the measured and the estimated outputs

v(k) = L(y(k)− ỹ(k)) = L(y(k)− Cx̃(k)) and
x̃(k + 1) = (A− LC)x̃(k) + Bvout(k) + Ly(k) (1)
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The control signal u(k) is equal to vout(k) = −Mx̃(k),
replacing into (1)

x̃(k + 1) = (A− LC −BM)x̃(k) + Ly(k)

vout(k) = −Mx̃(k)

This is the state space representation of the controller with
input y(k), output vout(k) and dynamics defined the eigen-
values of the matrix A− LC −BM . The control transfer
function can expressed in Z-domain by the matrix K(z)

Vout(z) = K(z)Y (z) = −M(zI− (A− LC −BM))−1
L Y (z)

The order of the controller is defined by the order of the
model representing the system (size of the matrix A). The
characteristics of the controller and the closed loop system
are defined by the gain matrices M and L. There exists
several techniques to calculate the gain matrices based upon
the system specifications, external perturbations and system
uncertainties. In general the number of unknown in the
gain matrices is larger than the number of specifications and
restrictions imposed to the design. Formulations to calculate
the matrix parameters are posed as optimization problems
where the system specifications and restrictions are included
in the cost function.

In our case, we are designing a stabilizing feedback system
or damper. Assuming we do not want to affect the frequency
of each bunch mode, the final location of the dominant bunch
eigenvalues can be assigned. If the dynamics of the observer
is designed such that it is faster than the bunch dynamics,
the gain matrices can be evaluated separately where the
matrix M adjusts the final position of the dominant bunch
eigenvalues and the gain matrix L defines the dynamics of
the observer. In the pre-design presented as example in this
paper, the dominant bunch modes are damped to the similar
rates and two cases are evaluated for the dynamics of the
observer. Those cases are compared taking into account
the transient response and dynamic range of signals, the
robustness of the final system to parameter variations, e.g.
variation of the betatron and synchrotron tunes, different
unstable modes, etc.

DESIGN OF THE CONTROLLER
Let us assume the bunch dynamical model captures the six

dominant modes whose eigenvalues are λk = ±i (ωβ +kωs)
for k = ...,−6, ..., 0, ..., +6, .... The controller is designed
such that the final magnitude for those dominant eigenvalues
λk = −σ ± i(ωβ + kωs) are: λ0 = −0.027 ± i 2π 0.185
and λk = −0.019 ± i 2π (0.185 + k 0.017) for k =
−6, ..., 0, ..., +6. Two controllers are presented and their
difference depends of the magnitude of the gain matrix L.
In one case, labeled: Design 1, the eigenvalues of the con-
troller are complex conjugated while in the Design 2 the
eigenvalues are real or complex conjugated with minimum
imaginary components.

Results

Some results of those designs are depicted in Figs. 3 to
8. In Fig. 3 the response of the vertical motion of the multi-

ple slices of the bunch is depicted when the vertical initial
offset of the bunch is 1mm and the controller corresponds
to Design 1. Similarly, Figs. 4 and 5 show the estimated
outputs by the observer and the control signals for that case.
Figs. 6, 7 and 8 depict the same transient for the controller
labeled Design 2. It is possible to observe that the initial tran-
sient response is more aggressive in the Design 2 controller
requiring more dynamic range in the amplifier driving the
kicker. Additionally, because the difference between both
controllers is mainly in the dynamics of the observer (defini-
tion of gain matrix L) and the dominant dynamics in closed
loop of the system is almost the same (definition of gain
matrix M, setting of dominant eigenvalues λk), the transient
response only differs in the first revolutions. During this pe-
riod, the observer response transitions from the initial state
toward the estimated output signal.
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Figure 3: vertical displacement - Design 1 controller
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Figure 4: observer output - Design 1 controller

It is important to evaluate the effect on the final stability
and performance of the system if the beam parameters are
changed while the controller is kept with its design based
on the nominal parameters of the bunch. To analyze that im-
pact, the betatron and synchrotron frequencies are changes
as well as the bunch is assumed unstable and quantified
by the growth rate per mode. Both designs have similar
robustness characteristics and a summary of the results fol-
lows. If the betatron frequency is changed keeping the syn-
chrotron frequency constant and assuming that the damping
is null for all the modes, the system reaches the stability
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Figure 5: control signal - Design 1 controller
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Figure 6: vertical displacement - Design 2 controller
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Figure 7: observer output - Design 2 controller
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Figure 8: control signal - Design 2 controller

limits operating in closed loop if either ωβ < 0.85 ωβ0 or
ωβ > 1.2 ωβ0, where ωβ0 = 2π 0.185 is the nominal value.
This limit is mainly defined by the instability of the high
order modes. Similarly, it is possible to evaluate the effect
of changes in the synchrotron frequency. In this case, the
system reaches the stability limits operating in closed loop if
either ωs < 0.7 ωs0 or ωs > 1.3 ωs0, where ωs0 = 2π 0.017
is the nominal value.

An important parameter to analyze with this controller is
the maximum growth rate or instability that is possible to
damp assuming that the kicker amplifier or any other limi-
tation in the feedback channel does not reach its maximum
dynamic range. To study this point, two cases of unstable
beam were considered. In one case the growth rate for all the
modes was assumed the same, while in the other case, only
one mode was assumed unstable and the others remained
with zero damping. In the case that all the modes are un-
stable, the designed controller is able to stabilize bunches
with growth rates σ ≤ 0.03 − 0.035 1/turns. For individual
modes unstable, the maximum growth rate that the controller
can damp per mode are summarized in table ??.

Table 1: Maximum Growth Rate possible to stabilize

Mode Growth Rate
0 σ = 0.05 1/turns
±1 σ = 0.05 1/turns
±2 σ = 0.05 1/turns
±3 σ = 0.04 1/turns
±4 σ = 0.04 1/turns
±5 σ = 0.04 1/turns
±6 σ = 0.04 1/turns

Remarks about this pre-design

The model-based design technique defines controllers
with an order equal to the model used. In general, it is a
high order controller. As a MIMO controller, this topology
links all the measured variables to calculate each sample
of the correction signal vout(k). This issues can limit the
implementation and processing in the reconfigurable FPGA
due to time involved in the multiple arithmetic operations.
It will be important to consider simplified or reduced con-
trollers based on this model-based technique and evaluate
the impact on the stability and performance robustness of the
system when it is compared with the respect the full-order
controller evaluated in this design.

Using this design methodology, where the controller in-
corporates as much as possible information about system to
stabilize, it makes relatively straightforward to incorporate
the specification in the design process. As disadvantage,
some designs could be sensitive to parameters variations if
the model used does not take into account such parameter
variations, uncertainties and un-modeled dynamics.

As a final remark, the design requires of the reduced bunch
dynamical model. Analytical models of the bunch dynam-
ics can be used incorporating realistic parameters for their
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description. Another option is to evaluate the model in real-
time based on measurements in the machine. Identification
techniques allows to quantify a reduced model base on the
response of the vertical motion of the bunch to signals de-
signed to perform a successful identification. Part of the
research in this project is focus on evaluating this techniques
to extract the bunch reduced model [9].

CONCLUSIONS
A pre-design of a controller to mitigate the intra-bunch in-

stability has been studied showing good results. This model-
based design controller includes in the observer a model of
the bunch with multiple modes (k = −6, ..., 0, ..., +6). In
the design, the location of the dominant eigenvalues of the
closed loop system was set to provide satisfactory damping
to those dominant bunch modes. This controller topology
renders high order systems requiring large processing power.

Future work includes to test the controller performance
using more realistic bunch simulators as HeadTail or CMAD.
Additionally, the effort will be focused on reducing the order
of the controller, balancing the performance, processing
power and complexity requirements. These controllers will
be compared with the IIR bank filters to define the best
option to implement in the FPGA.
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LONGITUDINAL MICROWAVE INSTABILITY IN A MULTI-RF SYSTEM

T. Argyropoulos, CERN, Geneva, Switzerland

Abstract

The longitudinal microwave instability is observed as a

fast increase of the bunch length above some threshold in-

tensity. Recently, this type of instability was seen for a sin-

gle proton bunch at high energies in the CERN SPS and is

proven to be one of the limitations for an intensity increase

required by the HL-LHC project. In this paper a theoret-

ical approach to the analysis of the microwave instability

is verified by particle simulations. The study is applied to

the SPS and is based on the current SPS impedance model.

Finally, the effect of the 4th harmonic RF system on the

microwave instability threshold is investigated as well.

INTRODUCTION

There is a very wide range of phenomena in high-

intensity circular accelerators that is called by the same

name “microwave (µw) instability”. Usually, but not al-

ways, an instability is called µw if

frτ ≫ 1, (1)

where τ is the bunch length and fr = ωr/(2π) is the reso-

nant impedance frequency. In proton accelerators µw insta-

bility is observed as a fast increase of the bunch length and

thus of the longitudinal emittance εl. This bunch lengthen-

ing can be distinguished from the bunch lengthening due to

potential well distortion by a change in the slope of bunch

length versus intensity. The break point where the slope

changes is considered as the instability threshold.

The operation of the CERN SPS in the past was lim-

ited by µw instability. At that time, measurements with

long bunches and RF off had allowed the dominant res-

onant impedances with high Rsh/Q to be seen as peaks

in the unstable beam spectrum [1], where Rsh is the shunt

impedance and Q the quality factor. Most of the impedance

sources were identified and it was proved, both by measure-

ments and simulations, that the pumping port impedance

was the main source of instability. Consequently, shielding

these devices led to a significant improvement of the beam

stability [2].

Today, the SPS is used as the LHC injector where parti-

cles are accelerated by the main 200 MHz RF system. In

addition to that, for proton beams, a 4th harmonic RF sys-

tem (800 MHz) operated in bunch shortening mode (BSM)

is used for beam stability (Landau damping). During mea-

surements in 2012, before long shutdown 1 (LS1), a sta-

ble LHC proton beam (4 batches of 72 bunches each)

with a bunch spacing of 25 ns and a bunch intensity of

Nb =1.35×1011 p/b was accelerated to the SPS top energy

(450 GeV/c) [3]. Nevertheless, according to the HL-LHC

project [4], beams with an intensity of up to 2.5×1011 p/b

will be requested from the SPS. This means that one needs

to almost double Nb, while maintaining the same bunch

length at SPS extraction (τ4σ ≤ 1.7 ns), restricted by the

LHC 400 MHz RF system. The maximum bunch length

allowed by the Beam Quality Monitor (BQM) for injection

into the LHC is τ = 1.9 ns.

Recent measurements for single high-intensity bunches

(Nb > 2.0×1011 p/b) showed that longitudinal emittance

increases during the cycle, pointing out that a µw instability

could be responsible for this effect.

UNCONTROLLED EMITTANCE

BLOW-UP

Longitudinal emittance blow-up is observed in the SPS

for both single and multi-bunch beams. An example of

bunch lengths measured in 2012 for single high-intensity

bunches at the SPS flat top is presented in Fig. 1. The mea-

surements were performed in a double RF system in BSM

with RF voltages V200 = 2 MV and V800 = 200 kV in the

200 MHz and 800 MHz RF systems, respectively [5]. Note

that V200 = 2 MV is much lower than the V200 = 7 MV

that is used in normal operation in order to compress the

bunch before extraction to the LHC.

Figure 1: Measured bunch length as a function of intensity

for a single bunch at the SPS flat top in a double RF system

(BSM). The voltages V200 = 2 MV and V800 = 200 kV [5].

A strong increase of the bunch length with intensity is

shown in Fig. 1 which can not be attributed to the poten-

tial well distortion with the SPS longitudinal impedance

model [6]. In particular, in the current model, which in-

cludes the RF cavities, resistive wall, injection and ex-

traction kickers, the low frequency reactive part of the

SPS impedance is ImZ/n ≈ 3.5 Ω, while much higher
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impedance is needed to explain the observed emittance

growth (ImZ/n ≈ 15 Ω) [7]. Therefore, a blow-up of the

bunch must have occurred during the cycle.

Indeed, measurements performed in 2014 under similar

conditions showed that instability occurs during the accel-

eration ramp. Examples are presented in Fig. 2, where the

bunch length evolution during the cycle is depicted. As can

be seen in the figure, for intensities above 2.5×1011 p a

blow-up in emittance takes place during the ramp, leading

to larger bunch lengths at the SPS flat top. Note that the

voltage program for the 200 MHz RF system was adjusted

to have a constant bucket area of 0.5 eVs along the cycle.

Usually, 0.6 eVs is used for the LHC type of beams. This

was done in order to increase the filling factor and thus to

increase Landau damping due to the non-linearity inside

the bunch.

Figure 2: Measured bunch length along the SPS cycle for a

single bunch with different intensities in double RF (BSM).

Similar behavior was also measured in the single RF sys-

tem. However, in that case, the instability during the cycle

was observed at lower intensity (∼1.7×1011 p) compared

to the double RF (BSM).

Great effort was made during the last 2 years to identify

the impedance sources, responsible for this instability, by

beam measurements and simulations [8]. In addition, elec-

tromagnetic simulations and measurements in the lab were

carried out to determine the impedance of different devices

in the SPS ring [9]. An example of beam measurements

performed at the SPS flat bottom with very long bunches

(τ ≈ 25 ns) and RF off, similar to those done in the past [1],

is presented in Fig. 3. A strong peak at a frequency around

1.4 GHz was observed [8].

A thorough, element-by-element impedance assessment

was then started to find the source of the 1.4 GHz reso-

nance. It has been found that this resonant peak originates

from the impedance of certain SPS vacuum flanges [10].

Several types of these flanges are used for the connection of

various machine elements and their total number in the ring

is around 550. Electromagnetic simulations and RF mea-

Figure 3: Example of measurements performed on the SPS

flat bottom with long bunches (τ ≈ 25 ns) and RF off [8].

Top: bunch profile modulated at 200 MHz and at a higher

frequency (∼ 1.4 GHz). Bottom: projection of the Fourier

spectra of all the bunch profiles acquired during ∼ 100 ms.

Measurements in the Q26 optics with Nb ∼ 1× 1011.

surements [9] were carried out to determine the impedance

of these elements, and for a subset of ∼ 120 of them, a res-

onance at 1.4 GHz has been found with an Rsh/Q ∼ 9 kΩ
and Q ∼ 200. Significant resonances were also found from

other types of vacuum flanges at around 1.2 GHz, 1.8 GHz

and 2.5 GHz.

MICROWAVE INSTABILITY DUE TO

RESONANT IMPEDANCE

The effect that a resonant impedance at the high fre-

quency of 1.4 GHz has on the bunch stability was studied

in more detail both in single and double RF systems.

The fast µw instability threshold can be estimated for

a broad-band impedance using the Keil-Schnell-Boussard

criterion [11]. However, when applied for the SPS case

in the past, a much lower threshold in intensity was ob-

tained [12]. Analytical solutions for the instability thresh-
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olds can be calculated for a fast instability growth for a

bunch with Gaussian distribution in the limiting cases of a

broad-band (frτ ≫ Q) or narrow-band (frτ ≪ Q) reso-

nant impedance [12, 13]. For the instability threshold of a

single bunch in a single RF system defined by the interac-

tion with a narrow-band resonator it is the value of Rsh/Q

which is important, while Rsh/nr is relevant for a broad-

band impedance.

Macroparticle simulations were carried out to verify this

prediction, using the code BLonD [14]. The simulation was

set up to match the experimental conditions at SPS flat top.

The particle distribution closest to the measured one was

found to be F (H) = (1−H/H0)
2, where H is the single

particle Hamiltonian and H0 is the Hamiltonian that cor-

responds to the limiting phase space trajectory. The initial

matched distribution was created iteratively and the parti-

cles were then tracked for 1.15 s (around twice the time of

the SPS flat top). The criterion used to estimate the thresh-

old was based on the bunch length growth and on its oscil-

lation amplitude at the end of the simulation. In particular,

the bunch was considered unstable when τf/τi ≥ 5% or

∆τ ≥ 100 ps, where τf , τi are the final and initial bunch

lengths and ∆τ is the maximum bunch length oscillation

amplitude.

Initially, the case with a single RF system was studied. In

order to compare with the above-mentioned expectations,

the same Rsh/Q = 10 kΩ was used while the value of Q

(and Rsh) was varied. The simulation results are summa-

rized in Fig. 4 where the instability threshold as a function

of bunch emittance is plotted.

Figure 4: Instability threshold as a function of intensity for

different Q values, found in simulations for a single bunch

at SPS flat top (450 GeV/c) in single RF and for a resonator

with Rsh/Q = 10 kΩ. The voltage V200 = 2 MV.

For Q ≥ 50 the instability threshold is practically un-

changed, confirming the fact that only Rsh/Q is important

for the bunch stability when the resonator is in the narrow-

band regime. Note that for all the simulated bunches frτ <

4 ≪ 50. Instead, when Q < 50, Rsh becomes important

for stability since the resonator approaches the broad-band

regime. As a consequence, for instability in narrow-band

impedance regime, damping the resonator does not help

much since Rsh/Q stays constant. In particular, a damp-

ing of more than a factor 50 should be achieved in order to

increase the instability threshold.

Similar dependence on Rsh/Q and Q was also found for

a double RF system when the harmonic and the voltage

ratios are h2/h1 = V1/V2 = 2. The two operating modes

of the double RF system were studied, namely the bunch-

shortening mode (BSM) and the bunch-lengthening mode

(BLM) in which, above transition, the phase between the

two RF systems is π and 0, respectively. The results for

Q = 250 are presented in Fig. 5, together with the single

RF case for comparison.

Figure 5: Instability threshold as a function of intensity

found in simulations for a single bunch at the SPS flat

top (450 GeV/c) in single and double RF systems (BSM

and BLM) with h2/h1 = V1/V2 = 2. A resonator with

Q = 250 and Rsh/Q = 10 kΩ was used as an impedance

source. The voltages V200 = 2 MV and V800 = 1 MV.

From µw theory, it is expected that the instability thresh-

old increases with relative momentum spread (∆p/p) in-

side the bunch [11, 12, 13]. The fact that BSM, which has

the maximum value of ∆p/p, has the highest threshold is

in line with this. Similarly, BLM has the lowest threshold

amongst the three cases.

However, the previous result is not valid anymore when

the harmonic ratio between the two RF systems is h2/h1 =
4, as presently in the SPS. Particle simulations performed

for this harmonic ratio and for two different voltage ratios

showed that above a certain emittance the instability thresh-

old is higher in a single RF system (see Fig. 6).

A possible explanation of this fact can be obtained by

inspecting the synchrotron frequency distribution inside

the bunch fs(J), where J is the action (similar to the

εl). Examples of distributions calculated for a bunch of

εl = 0.6 eVs are presented in Fig. 7. As one can see, in

BSM, there are regions with zero derivative, f ′

s(J) = 0
in the tails of the bunch which can reduce significantly
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Figure 6: Instability threshold as a function of intensity

found in simulations for a single bunch at SPS flat top

(450 GeV/c) in single and double RF systems (BSM) with

h2/h1 = 4. A resonator with Q = 250 and Rsh/Q =
10 kΩ was used. The voltage V200 = 2 MV.

the loss of Landau damping threshold, as has been shown

in [15, 16]. Note that εl ∼ 0.6 eVs corresponds to the typ-

ical emittance of LHC-type proton beams at SPS flat top.

Figure 7: Synchrotron frequency distribution inside the

bunch, corresponding to the points with εl = 0.6 eVs in

Fig. 6, with the same color convention.

SPS LONGITUDINAL INSTABILITY

Macroparticle simulations were performed for compari-

son with measurements for single- and multi-bunch beams.

The SPS impedance model [6], including in addition the

impedance of the vacuum flanges, was used. The results for

single high-intensity bunches in a double RF system (BSM)

are shown in Fig. 8, where bunch lengths found from sim-

ulations and measurements at the SPS flat top are plotted

together. For both of them, a strong increase of the bunch

length with intensity is observed.

Figure 8: Measured and simulated bunch length as a func-

tion of intensity for a single bunch at SPS flat top in dou-

ble RF system (BSM). The voltages V200 = 2 MV and

V800 = 200 kV.

As aforementioned, this increase cannot be attributed

to potential well distortion, but to a µw type of instabil-

ity instead. Indeed, clear instability thresholds can be ob-

served in simulations. In particular, for the emittances of

εl = 0.35 eVs and εl = 0.45 eVs the thresholds were

found at Nth = 2.5 × 1011 and Nth = 2 × 1011, respec-

tively. The final bunch lengths obtained in simulations are

in very good agreement with the measurements. In fact,

for the measurements done in 2014, the instability thresh-

old has been found at around Nth = 2.5 × 1011 , as in

the simulations with εl = 0.35 eVs. Unfortunately, for

the measurements performed in 2012, the threshold is not

visible, since points at low intensities are missing. Note

that in all these measurements the 200 MHz voltage was

very low (2 MV), which is good for Landau damping, but

unfavorable for µw instability due to the low momentum

spread. Furthermore, it was found from simulations that

the threshold was increased by increasing the RF voltage,

confirming the µw nature of the instability.

Simulations were also carried out with a multi-bunch

beam at the SPS flat top. At the moment, only six bunches

(spaced by 25 ns) could be simulated and thus only quali-

tative conclusions can be drawn. For the same longitudinal

emittance, the instability threshold for 6 bunches has been

found to be almost twice lower than that for a single bunch.

This result, presented in Fig. 9, is in agreement with mea-

surements in the double RF system, where the single bunch

instability threshold is approximately twice higher than the

multi-bunch one.

In addition, in simulations only a coupling between a

few bunches (3 or 4) was observed, and no coupled-bunch

mode could be identified, similar to all beam observations.

Indeed, in measurements bunches spaced by 25 ns or 50 ns

are coupled, but the distance of 225 ns between the PS

batches is enough to practically fully decouple them; in-
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Figure 9: Instability threshold found in simulations for a

single- and a 6-bunch beam at SPS flat top and double RF

(BSM). The voltages V200 = 7 MV and V800 = 640 kV.

stability thresholds in the SPS with 1 to 4 batches are very

similar [17].

Finally, simulations performed under similar conditions,

both for single- and multi-bunch beams, but without the

impedance of the vacuum flanges, showed that the insta-

bility threshold is twice higher. Therefore, measures for

reducing this impedance should be considered in order to

reach the intensity required by the HL-LHC project.

CONCLUSIONS

Uncontrolled longitudinal emittance blow-up has been

observed in the CERN SPS both for single- and multi-

bunch beams. This is presently one of the main limitations

for reaching the intensity required by the HL-LHC. Beam

measurements revealed a strong signal at 1.4 GHz coming

from the SPS vacuum flanges. The effect of this resonant

impedance on beam stability was studied using macropar-

ticle simulations. It was shown that for narrow-band res-

onators the instability thresholds scales with Rsh/Q, while

for broad-band, Rsh is important, as expected from theory.

The cases of single and double RF systems were inspected.

In particular, for the double RF system with harmonic ratio

h2/h1 = 2, the intensity threshold scales with the relative

momentum spread, i.e. it is higher in BSM and lower in

BLM compared to the single RF. On the contrary, above

a certain longitudinal emittance, beam stability becomes

worse in BSM than in single RF when h2/h1 = 4. The

microwave nature of the instability observed in the SPS

was also confirmed by simulations using the current SPS

impedance model. SPS vacuum flanges were identified as

the responsible impedance source; measures for reducing

this impedance are currently being considered.
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SYNCHROTRON FREQUENCY SHIFT AS A PROBE OF THE CERN SPS

REACTIVE IMPEDANCE

A. Lasheen∗, T. Argyropoulos, J. F. Esteban Müller, D. Quartullo, E. Shaposhnikova,

H. Timko, J. Varela Campelo, CERN, Geneva, Switzerland

Abstract

Longitudinal instability in the CERN SPS is a serious

limitation for the future increase of bunch intensity required

by the HiLumi LHC project. The impedance driving this

instability is not known precisely and a lot of effort goes

into creating an accurate impedance model. The reactive

impedance of the machine can be probed by measuring the

bunch length oscillations of a mismatched bunch at injec-

tion. The frequency of these oscillations as a function of

intensity has a slope that depends on the reactive impedance

and the emittance. Measurements were done for three values

of longitudinal emittance and then compared with particle

simulations based on the impedance model using particle

distribution close to the measured one. Comparison of mea-

sured and calculated frequency shifts gives an estimation of

the missing impedance in the model. In addition, scanning

of initial emittance for diverse particle distributions in sim-

ulations shows that the frequency shift greatly depends on

emittance and initial distribution. Small variations of these

parameters can lead to very different results and explain

partially the discrepancy between measured and calculated

values of frequency shifts.

INTRODUCTION

Reference measurements were done in the past in the SPS

to monitor the evolution of the impedance from 1999 and

successively after the 2001 impedance reduction program.

Main changes were due to the installation of extraction kick-

ers MKE in 2003 - 2006, and their shielding later [1]. New

measurements were done in 2013 [2] and 2014, not only in

order to continue the reference measurements, but mainly to

test the SPS impedance model needed to simulate different

intensity effects observed in the SPS. Below, simulations

using this model are compared to measurements in order

to test the model accuracy. This will allow to have a better

understanding of SPS instabilities, as well as the synchrotron

frequency distribution dependence on bunch intensity and

bunch length.

Voltage induced due to the reactive impedance leads to

the synchrotron frequency shift. This voltage can be found

as the convolution of the reactive impedance with the beam

spectrum (effective impedance), and is proportional to the

bunch intensity Nb . The shift consists of two parts: the

incoherent shift ∆ f inc , corresponding to the convolution

of the stationary bunch spectrum, and the coherent shift

∆ fcoh , corresponding to the convolution of the perturbation

spectrum with the impedance. This perturbation can be due

to a shift in the bunch position (m = 1, dipole) or a mismatch

∗ alexandre.lasheen@cern.ch

of the bunch length (m = 2, quadrupole). The frequency of

these oscillations can be written in the form [3]:

f s,m (Nb ) ≈ m f (0)
s + m∆ f inc (Nb ) + ∆ fcoh (m,Nb ), (1)

with f
(0)
s being the synchrotron frequency without intensity

effects (first term of Eq. 3). One can then measure the oscil-

lations of a mismatched bunch for several intensities in order

to probe the effective reactive impedance. For a bunch with

a parabolic line density, the dipolar incoherent and coherent

frequency shifts are exactly canceling [3], making it difficult

to measure intensity effects with dipole oscillations. Thus it

is more practical to measure the quadrupole frequency shift.

Above transition, inductive effective impedance will pro-

duce ∆ f inc < 0 and ∆ fcoh > 0, and vice-versa for capaci-

tive impedance.

Below, measurements are compared to simulations and

analytical calculations in order to study the effect of the dif-

ferent SPS impedance sources on the synchrotron frequency

shift, as a function of the bunch distribution.

MEASUREMENTS

The measurements of bunch length oscillations are done

in the SPS just after injection (P = 25.92 GeV/c, above tran-

sition). The RF voltage is set to a value for which the

injected bunch is mismatched, allowing the bunch length

to oscillate for several periods (the emittance being small

enough so that the oscillations are not damped too fast be-

cause of filamentation). These measurements were done

for several emittances (ǫ l ∈ [0.1,0.20] eVs), and several in-

tensities (N ∈ [1,10] × 1010 ppb). Dipole oscillations were

damped using a phase loop in order to measure only the

quadrupole oscillations (referred to as oscillations for the

rest of the paper). Two optics are available in the SPS (named

Q26 and Q20) with transition gamma factors γt = 22.8 for

Q26 and γt = 18 for Q20, which affect the synchrotron fre-

quency. A single RF system (200 MHz) was used in mea-

surements, with respective voltages of VQ26 = 0.9 MV for

Q26 and VQ20 = 2.5 MV or VQ20 = 4.5 MV for Q20.

For each measurement set, bunch profiles were acquired

every revolution turn for 1000 turns after injection and

analyzed. From the oscillations of the bunch length (de-

fined as τ = 4σRMS), we extract the average bunch length,

the peak-to-peak amplitude and the frequency of the os-

cillations (via FFT). Like this we get a scatter plot of the

quadrupole frequencies as a function of intensity and aver-

age bunch length f2(τ,Nb ). For a narrow frame of bunch

length τ = τ0 + ∆τ, we plot the quadrupole frequency

as a function of intensity as in Fig. 1(bottom). The top

plot corresponds to a single point of the bottom one with
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ǫ l = 0.1 eVs and Nb ≈ 1 × 1010 ppb. We can see the fre-

quency shift with intensity effects, and fit them with linear

function f2(τ = τ0 + ∆τ,Nb ) = a + b × 1010Nb .

Figure 1: Bunch length oscillations for one measurement

(top) and quadrupole oscillation frequencies as a function

of intensity for different emittances (bottom).

The complete set of results for the 2013 and 2014 mea-

surements are shown in the Table 1. In order to compare the

Q26 and Q20 measurements, the slopes were rescaled by

the factor
√

ηQ26 VQ20/(ηQ20 VQ26) (derived from Eq. 3),

where η = 1/γ2
t − 1/γ2 is the slippage factor. The averaged

peak-to-peak amplitude of the oscillations is also included in

the table in order to estimate the mismatch at injection. One

can see that this amplitude is increasing with the average

bunch length, showing that the mismatch is larger for longer

bunches (Fig. 2). The standard deviation of the peak-to-peak

amplitude is bigger than the one for the average bunch length,

because of some scatter in the injected bunch length.

In comparison with previous reference measurements [2],

the slope range for bunch lengths above 2 ns decreased from

[-4.0, -3.4] Hz/Nb × 10−10 to [-1.68, -0.91] Hz/Nb × 10−10,

showing a decrease of the inductive impedance due to the

shielding of MKE kickers between 2009 and 2013.

PARTICLE SIMULATIONS

Simulations were done with the BLonD tracking code [4],

created at CERN for multi-particle simulations with intensity

Table 1: Measurement Results (Scaled to Q26(0.9))

Optics Average Av. peak-peak Slope

(voltage bunch length amplitude [Hz/Nb]

[MV]) [ns] [ns] ×10−10

Q26(0.9) 1.60 ± 0.02 0.53 ± 0.06 −1.33 ± 0.07

Q26(0.9) 2.09 ± 0.02 0.70 ± 0.08 −0.91 ± 0.05

Q26(0.9) 2.07 ± 0.01 0.76 ± 0.05 −1.40 ± 0.06

Q26(0.9) 2.44 ± 0.01 0.79 ± 0.07 −1.68 ± 0.04

Q20(2.5) 1.48 ± 0.02 0.42 ± 0.05 −1.3 ± 0.2

Q20(2.5) 1.70 ± 0.03 0.51 ± 0.05 −0.0 ± 0.2

Q20(4.5) 1.32 ± 0.03 0.68 ± 0.07 −2.1 ± 0.2

Q20(4.5) 1.52 ± 0.03 0.86 ± 0.07 −0.5 ± 0.3

effects. The parameters for the RF system, particle distri-

butions, impedance and method of data analysis were set

in order to reproduce the measurement conditions and be

comparable. The SPS impedance model used in simulations

is the result of a thorough and still ongoing survey of the

different devices in the machine [5]. The plot of the total

reactive impedance is shown in Fig. 3. Main contributors to

the reactive impedance are listed here (approximate values

of the low frequency reactive impedance are given asℑ[Z/p]

with p = f / f0, with the impedance having an approximately

constant value in this range):

• RF systems (travelling wave cavities, capacitive)

• Kickers (inductive, ℑ[Z/p] ≈ 5.3Ω)

• Vacuum flanges (inductive, ℑ[Z/p] ≈ 0.55Ω)

• Unshielded pumping ports (inductive,ℑ[Z/p] ≈ 0.2Ω)

• Space charge (capacitive, ℑ[Z/p] = −0.9Ω in Q26 and

ℑ[Z/p] = −1.0Ω in Q20)

• Resistive wall (inductive)

Figure 2: Peak-to-peak amplitude as a function of the average

bunch length for the measurements (black) and simulations

(colored) in Q26 optics.

Space charge was computed using the longitudinal space

charge code LSC [6], for the averaged beam pipe geometry

in the SPS and transverse bunch size (different momentum
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spreads used in operation were taken into account for the

dispersion). For the simulations presented here, average

values of space charge impedance for the two different optics

were taken.

Figure 3: Reactive part of the SPS impedance model.

The exact injected distribution cannot be measured di-

rectly due to the bunch rotation used in the injector (PS),

so a large range of distributions were covered in simula-

tion to overcome these uncertainties. The injected profile

was analyzed, and the closest distribution used in simula-

tions was the binomial line density with n varying between 1

(parabolic line density without tails) and 1.5 (an increasing

n gives more tails to the distribution).

λ(t) = λ0


1 −

(

t

τL

)2

n

(2)

The momentum spread was estimated from the peak-to-

peak amplitude of the bunch length oscillations. The bunch

was generated in simulations in order to cover the full range

of peak-to-peak amplitudes observed in measurements. This

is shown in Fig. 2, where each colored point corresponds to

a simulation with a different initial distributions (n = 1 for

the profile).

In simulations, the bunch size (momentum spread and

bunch length), the distribution type (different n) and the

intensity were scanned. The results are shown in Fig. 4 for

Q26 and Fig. 5 for Q20 (2.5 MV only; 4.5 MV giving similar

results), in comparison with simulations.

The simulations show an unexpected maximum around

τ = 1.7 ns for which the slope is almost 0, implying that

the synchrotron frequency shift is acting like there is no

impedance at all! This was not seen with the Q26 measure-

ment in 2013, as no measurements were done in this region.

This was, however, observed in simulations with τ ≈ 1.6 ns,

for which very small changes in bunch length would give

very different results in the slopes. This is now understood,

as this point is in a region where the slope as a function

of bunch length is varying a lot. Moreover, the two mea-

surements sets around τ ≈ 2.1 ns give very different results,

as the slopes are also sharply changing around this bunch

Figure 4: Slopes b of synchrotron frequency shift with inten-

sity as a function of bunch length, comparison of simulations

and measurements in Q26 for V=0.9 MV with n = 1 for the

injected distribution.

length. Another point is that small changes in the binomial

function also lead to different results for the slopes.

The errorbars correspond to the deviation in the slopes due

to the different momentum spreads chosen in simulations

in Fig. 2. By comparing measurements with simulations,

we can see that the measurements seem to be shifted by ≈
100 ps to a larger bunch length. The source of this shift could

be the measurement method, with the bunch length in mea-

surements being larger due to e.g. pick-up cable length, or

that some impedance depending on bunch length is missing

in the present model.

Since the previous measurements in Q26 did not cover

the region where the slope is at its maximum, measurements

were repeated with the operational Q20 optics. Correspond-

ing simulations are presented in Fig. 5.

Unfortunately, these measurements were done right after

the end of the long shutdown at CERN, so that it was not yet

possible to achieve all the desired bunch lengths. However,

we managed to have a few measurements around τ = 1.7 ns.

Like in the measurements section, the slopes were scaled to

the Q26 (0.9MV) settings to be comparable, but simulations

were done under the same conditions as in measurements

in the Q20 optics. They show the same pattern, with the

slope being even positive at the maximum. Due to the small
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Figure 5: Slopes b of synchrotron frequency shift with inten-

sity as a function of bunch length, comparison of simulations

and measurements in Q20 for V=2.5 MV with n = 1.25 for

the injected distribution.

number of measurements, the uncertainties are bigger and

more measurements would be needed.

One additional motivation for these measurements was

the fact that controlled emittance blow-up in the SPS is done

by applying RF noise with a fixed band-width relative to

the synchrotron frequency. These simulations show that this

synchrotron frequency shift is varying a lot as a function

of the bunch length and should be taken into account in

operation.

QUADRUPOLE FREQUENCY SHIFT

In order to understand the source of this bunch length

dependence, an analytical calculation of the quadrupolar

frequency shift was done. First, the incoherent frequency

was computed from potential well distortion [7]. The shift

depends on the amplitude of the oscillations in longitudinal

phase space τ̂. The effective impedance Z1 for the incoherent

shift is computed for a parabolic stationary spectrum using

the following formulas:

f 2
s (Nb , τ̂) ≈ f 2

s0

(

1 − (2πh f0 τ̂)
2

16

)2 (

1 +
eNb f0 Z1

hV0 cos φs

)

,

(3)

Z1 =

∫

+∞

−∞

df

f0

σ0ℑ(Z ( f ))
J1( f τ̂)

f0 τ̂/2
, (4)

where f0 is the revolution frequency, f s0 the synchrotron

frequency for the small amplitude of oscillations, h the har-

monic number, V0 the RF voltage, φs the synchronous phase,

σ0 the stationary bunch spectrum, and Jv (x) the Bessel

function of order v.

Next, the coherent frequency shift is computed as in [8]

(assuming again a parabolic bunch) and applied to the inco-

herent frequency f s in order to obtain the final quadrupolar

frequency containing both contributions.

f2(Nb ) ≈ 2 f s +
3Γ(5/2)Nbe2η

4π
√
πE f sτ

3
L

(

Z

p

)

e f f

, (5)

(

Z

p

)

e f f

=

∑p=+∞
p=−∞ h2

Z
p

∑p=+∞
p=−∞ h2

; h2(ωp ) =

[
J5/2(ωpτL )

]2

ωpτL
, (6)

where Γ(5/2) is the gamma function, e is the elemental

charge, E the beam energy, τL the binomial bunch length

parameter as in Eq. 2, h2 the perturbation spectrum for the

quadrupole mode, and finally ωp = p2π f0.

From Eq. 4 and Eq. 6, we can compute the effective

impedances in order to obtain the incoherent and coherent

shifts as a function of bunch length. The results are shown in

Fig. 6, for the different sources of impedance. The analytical

slope is finally computed by comparing the quadrupole fre-

quency with ( f2) and without (2 f
(0)
s ) intensity, and results

are given in Fig. 7 (top).

Figure 6: Effective impedance for the main impedance

sources as a function of bunch length for the incoherent

(top, Z1) and coherent (bottom, Z2) shifts (same color code,

SC corresponds to space charge and TWC to the impedance

of the RF systems). The slopes of incoherent and coherent

shifts are directly proportional to these effective impedances.

For the effective impedance used in the incoherent shift,

one can see a clear dependence on bunch length, vary-

ing from positive to negative, with a maximum capacitive

impedance around τ ≈ 1.6 ns (implying a positive slope, for

the same bunch length as the maximum in simulations and

measurements!). The impedance of vacuum flanges, which

is expected to be inductive, can also act as capacitive, depend-

ing on the bunch length. The other impedances vary with
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bunch length but remain capacitive or inductive. This can

be seen in Fig. 7 (bottom) from the fact that for τ ≈ 1.6 ns

bunch length, the negative spectrum (parabolic bunch) is

sampling a high value of inductive impedance, which is then

converted into capacitive effective impedance.

Moreover, the maximum of the effective impedance caus-

ing coherent shift (Z2) is around the same bunch length as

the minimum of the effective impedance causing incoherent

shift (Z1). Since Z2 > 0 at the maximum, the impedance

is inductive, hence resulting in a positive slope of coherent

shift. It seems though that the shape of Z2(τ) is mainly due

to the kickers and the RF systems’ impedance, since effective

impedances are varying a lot in this range.

Figure 7: Top: Slopes of the synchrotron frequency shift as

a function of bunch length for parabolic line density. Bot-

tom: Spectrum and reactive impedance of flanges for the

maximum slope value.

The shape of the curve resembles the one from simula-

tions (Fig. 4). The maximum is also around the same bunch

length τ ≈ 1.6 − 1.7 ns, and the relative values with respect

to the maximum are very close to simulations. One can see

though an important offset of the values of the slope (around

1 × 1010 [Hz/Nb]) which is not understood yet. Note that

analytical formulas are valid for small perturbations only,

but large deviations exist in measurements. So it is more ac-

curate to compare measurements to simulations rather than

analytical formulas.

CONCLUSIONS

A dependence of the synchrotron frequency shift on bunch

length was measured in the SPS and reproduced in simu-

lations. The results are in good agreement with the actual

SPS impedance model. The reason for this dependence

was studied and it has been shown that the interaction of a

parabolic bunch spectrum with the impedance of the SPS

vacuum flanges caused an incoherent frequency shift. This

shift can be inductive or capacitive as a function of the bunch

length, and may lead to the cancellation of the slope at cer-

tain bunch length. Further studies are planned in order to

understand the discrepancy between theory and what is ob-

served in measurements and simulations. New methods are

also planned, like applying a fast voltage increase as a source

of the mismatch to a matched bunch. Like this, one can have

a better control of the perturbation and initial bunch distribu-

tion. Experiments at flat top energy, where the space charge

impedance is negligible, can help to study the effect of space

charge on the synchrotron frequency shift.
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STUDIES ON CONTROLLED RF NOISE FOR THE LHC
H. Timko∗, P. Baudrenghien, E. Shaposhnikova, CERN, Geneva, Switzerland

T. Mastoridis, California Polytechnic State University, San Luis Obispo, USA

Abstract

RF phase noise is purposely injected into the LHC

400 MHz RF system during the acceleration ramp for con-

trolled longitudinal emittance blow-up, in order to main-

tain longitudinal beam stability. Although the operational

blow-up works reliably, studies of the injected RF noise

are desirable not only to allow for a better-controlled, more

flexible blow-up, but also for other applications such as the

mitigation of machine-component heating through appro-

priate bunch shaping. Concerning the noise injection, an

alternative algorithm was developed and implemented in the

hardware, but first tests revealed unexpected modulation of

the achieved bunch length along the ring, and subsequently,

theoretical studies have been launched. In this paper, we

present a summary of ongoing measurement analysis and

simulation studies that shall explain previous observations,

predict what can be expected in different cases, and thus

help to optimise the RF noise in general.

INTRODUCTION
Controlled longitudinal emittance blow-up is necessary

in the LHC to maintain longitudinal beam stability during

the acceleration ramp. For a constant stability margin, the

emittance ε should be increased with energy as ε ∝
√

E [1],

resulting in a roughly constant bucket filling factor and rela-

tive synchrotron frequency spread. In practice, a good blow-

up was achieved by a feedback that scales the RF phase noise

ϕN (t) to keep the bunch length constant [2, 3]. At flat top,

also bunch shaping through noise injection can be desirable,

for instance to mitigate machine-component heating.

The noise spectrum Sϕ ( f ) applied determines in what fre-

quency range diffusion is triggered in the bunch, and hence,

determines also the resulting bunch shape. Diffusion under

external noise [4–6] and bunch shaping with band-limited

white noise [7] has been studied in the past. Controlled

emittance blow-up for the SPS and LHC was designed and

implemented [2,8] subsequently. In the LHC, a band-limited

white noise spectrum is applied, however, feedback loops

complicate the analysis. A constant relative noise band is

chosen with the range (0.86–1.1) fs0 (Fig. 1a), where fs0 is

the synchrotron frequency of the synchronous particle. In a

single-RF system this will affect the core of the bunch that

has a maximum phase amplitude of synchrotron oscillations

in the range of ϕmax = (0–1.52) rad (Fig. 1b).

Operationally, ϕN (t) is applied through the phase loop

(PL), as an additional phase shift to the phase correction be-

tween bunch and RF phase [2]. This works reliably, and even

for a full machine the beam can be brought stably through the

acceleration ramp, with a typical target bunch length of 1.2 ns

∗ helga.timko@cern.ch

(a) Injected (blue) and measured (red) noise power spectral

density. The measured noise is applied through the PL.

(b) Synchrotron frequency distribution in a single-RF system

as a function of maximum phase coordinate. The dashed

region marks the range affected by the injected noise.

Figure 1: LHC controlled longitudinal emittance blow-up.

achieved homogeneously (±30 ps) for all bunches [2]. How-

ever, since the phase loop corrects the centre-of-mass motion,

the effective noise spectrum is reduced greatly around fs0,

see Fig. 1a. This modification of the spectrum makes it

difficult to shape bunches in a well-determined way.

Alternatively, ϕN (t) can be applied through the cavity

controller (CC). The PL is still required for the ramp, but

an interaction between the noise and the PL can be avoided:

using a symmetric filling pattern, and injecting the noise on

a revolution frequency side-band, the noise is practically in-

visible to the PL. This scheme was tested in early 2012, and

indeed, Sϕ ( f ) in the cavity field reproduced the desired spec-

trum exactly [9]. At the time, however, this noise injection

scheme could not be made operational, because tests with

few bunches led to a bifurcation of the final bunch length:

although on average the target bunch length was obtained,

the bunches were either too short or too long. Further studies

are planned after the start-up of the LHC early 2015.
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Figure 2: Schottky spectrum of LHC bunches at flat top

energy (from [10], measured at 4 TeV, 12 MV). The vertical

lines mark fs0 = 26.3 Hz and 2 fs0 = 52.6 Hz.

Another motivation for our studies is that the peak-

detected Schottky signal of bunches at flat top revealed a

‘hole’ in the bunch distribution somewhat below 2 fs0 (see

Fig. 2, [10]). Note that, using this measurement technique,

the dipole band is distorted and the quadrupole band gives

the best reproduction of the particle distribution [11]. In

principle, it is not excluded that the 50 Hz line could be

related to creating this hole, as the core gets depopulated

when the 50 Hz line is crossed [12]. However, this happens

quite early during the acceleration ramp ( fs0 = 55.2 Hz

and 24.0 Hz at flat bottom and flat top, respectively), and

during the ramp the emittance is blown up roughly by a

factor 4, using a noise spectrum that follows fs0 and thus

mixes different frequencies. Both these facts make it un-

likely that the observed depopulation is due to the 50 Hz

line. Instead, it could be related to the operational emittance

blow-up applied through the PL. Understanding the origin

of this is important because bunches with such a distribution

are intrinsically more unstable and result also in a different

heating of machine components.

SIMULATION MODEL
The CERN BLonD simulation code [13] has been ex-

tended to contain a complete model of the LHC controlled

noise injection during the acceleration ramp. For the time

being, the code is restricted to single-bunch simulations.

The incoherent synchrotron frequency shift in the LHC

(∼ 0.01 fs0 [2]) is negligible compared to the noise band-

width, and thus, intensity effects were neglected.

The phase noise ϕN (t) was generated in a similar fashion

as in the LHC [14]. The double-sided power spectral density

Sϕ ( f ), [Sϕ ( f )] = rad2

Hz
, is transformed to ϕN (t) via a real

FFT, such that one data point per turn is obtained. Just like

in measurements, a flat spectrum between (0.86–1.1) fs0 is

applied. Since fs0 and the revolution period change during

the ramp (Fig. 3), the spectrum is adjusted every 10,000 turns

and ϕN (t) is re-generated with a new seed for the random

number generator. Furthermore, the amplitude AS of the

spectrum Sϕ ( f ) is scaled such that the r.m.s. phase noise

Figure 3: Beam momentum and synchrotron frequency dur-

ing the LHC acceleration ramp, used both in the machine

and in simulations. The voltage is increased linearly from

6 MV to 10 MV during this time.

ϕrms
N
=

√

∫

Sϕ ( f )df =
√

2 × 0.24 fs0 AS remains constant.

We compare two cases, ϕrms
N
= 2◦ and 0.2◦, with the latter

being more realistic for the ramp. ϕrms
N
= 0.2◦ results in

AS = 4.4 × 10−7 rad2/Hz and AS = 1.0 × 10−6 rad2/Hz at

flat bottom and flat top energies, respectively.

Also the PL is modelled in simulations according to the

real LHC implementation [15]. The PL calculates every turn

the phase difference ∆ϕPL = ϕCOM − ϕs between the bunch

centre-of-mass ϕCOM and the RF phase, which in this case is

substituted by the synchronous phase ϕs calculated from the

design beam momentum and RF voltage. In the equations

of motion, the RF angular frequency is then corrected in the

subsequent turn by the PL to ω(n+1)

RF
= hω(n+1)

s0
− g∆ϕ(n)

PL
,

where hωs0 is the design RF angular frequency and g =

1/(5 turns) is the PL gain. ϕN (t) is then added either to the

phase correction ϕPL (PL case) or directly in the energy kick

in the equations of motion (CC case).

During acceleration, an additional feedback on the bunch

length is acting, which regulates the phase noise amplitude

to maintain a constant bunch length. The feedback ‘mea-

sures’ the bunch length τmeas = 4/2.355τFWHM
1 every 3 s

(33,740 turns) and compares it to the target 4-sigma bunch

length τtarg = 1.2 ns. For the subsequent 3 s, ϕN (t) is mul-

tiplied by the factor x determined through the recursion [2]

x
(n+1)

= ax
(n)
+ k (τtarg − τmeas), with x

(0)
= 1, limiting x

to the range [0,1], and using the same constant a = 0.8 and

gain 1.5 × 109 s−1 as in the LHC.

SIMULATION RESULTS
Flat Bottom Simulations

First, we describe simulation results of noise injected at

flat bottom energy. These simulations were done without

the bunch-length feedback. Noise was injected during 88.9 s

(106 turns) and the bunch was relaxed during 8.89 s (105

turns) subsequently. Both injection through PL and CC, as

well as ϕrms
N
= 0.2◦ and 2◦ were studied. In addition, to

1 For a Gaussian bunch, FWHM = 2
√

2 ln 2σ ≈ 2.355σ. Hence, we scale

by 4/2.355 to obtain the corresponding 4-sigma bunch length.

Proceedings of HB2014, East-Lansing, MI, USA THO4LR03

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

415 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



Table 1: Comparison of r.m.s., Gaussian fit, and FWHM Bunch Lengths for Different Blow-up Settings at Flat Bottom. All

bunch length values are 4-sigma. The FWHM value is scaled such that all three methods give the same result for a Gaussian

bunch. The time needed to reach steady-state is shown as well. The RF bucket length is 2.5 ns.

Loop ϕrms
N

Seed 4× r.m.s. 4-sigma Gaussian fit 4/2.355× FWHM Time constant

Initial distribution 1.26 ns 1.22 ns 1.09 ns –

PL

0.2◦
multi-seed 1.27 ns 1.26 ns 1.18 ns > 100 ns

single-seed 1.27 ns 1.25 ns 1.18 ns 85 s

2◦
multi-seed 1.46 ns 1.68 ns 1.97 ns 3 s

single-seed 1.41 ns 1.62 ns 1.85 ns 4 s

CC

0.2◦
multi-seed 1.50 ns 1.72 ns 1.97 ns 25 s

single-seed 1.41 ns 1.60 ns 1.76 ns 15 s

2◦
multi-seed 1.75 ns 2.03 ns 2.27 ns 6 s

single-seed 1.53 ns 1.78 ns 2.01 ns 1.2 s

(a) Noise injection through the PL with 0.2◦ (blue) and 2◦ (red) r.m.s. phase noise. Initial distribution in grey.

(b) Noise injection through the CC with 0.2◦ (blue) and 2◦ (red) r.m.s. phase noise. Initial distribution in grey.

Figure 4: Injection of multi-seed noise at flat bottom. Comparison of initial and final probability density functions (left)

and bunch profiles (right).

study the effect of periodicity in the random number genera-

tor, the noise was generated from the same distribution in

two different manners: once using a single seed, and once

changing the seed every 10,000 turns (as done during the

ramp). All simulations presented here were using the same

initial matched distribution of 50,001 macro-particles.

The initial and final bunch profiles as well as the proba-

bility distribution functions as a function of the maximum

phase coordinate are shown in Fig. 4. When the noise is

injected through the PL, the core population is clearly higher

than in the CC case. The difference is even more promi-

nent with ϕrms
N
= 0.2◦. This reflects well the fact that the

PL reduces the noise spectrum around fs0 significantly (cf.

Fig. 1a). For the same injection method, the factor 10 differ-

ence in ϕrms
N

has a dramatic impact on the final bunch shape.

Comparing the PL, ϕrms
N
= 2◦ case with the CC, ϕrms

N
= 0.2◦

case, it requires about this factor of 10 in phase (factor 100

in AS) to compensate for the difference between PL and CC.

In Figure 4, we showed only the multi-seed cases. The final

distributions of the single-seed cases are very similar, apart

from being blown up less. The main difference between

the single- and multi-seed cases is in the blow-up efficiency
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reflected by the final bunch length, see Tab. 1. This can be

explained by the single-seed case introducing numerically a

periodicity in the phase noise, which creates ‘islands’ in the

phase space of the bunch. With multiple seeds, on the other

hand, one can ensure that the complete phase-space region

targeted by the noise spectrum is indeed affected. Hence,

the bunch is blown up more.

Given that the bunch distribution is changing during the

blow-up, it is non-trivial to choose a good measure of the

bunch length. In Tab. 1 we compare three different methods:

r.m.s., Gaussian fit, and FWHM. While r.m.s. is the natural

measure to track bunch lengthening due to diffusion, with

the Gaussian fit or FWHM values additional information

on the bunch shape can be obtained. Comparing r.m.s. and

Gaussian fit values, for instance, one can see that the initial

distribution is close to Gaussian, but the final distribution is

far from it. The most sensitive measure is FWHM, whose

value is the lowest for the initial and the highest for the final

distribution. Indeed, also in the LHC it is chosen for the

bunch-length feedback because it reflects well the average

‘curvature’ (shape) of the bunch.

When applying a noise of constant spectrum, the bunch

will diffuse during a given time span, after which the bunch

profile reaches a steady state, even though the bunch is still

being shaken. The typical time evolution of the (r.m.s.)

bunch length is shown in Fig. 5. The bunch length saturates

with a ae
−t/τ
+ b trend; the time constants τ are summarised

in Tab. 1 as well. A theoretical estimate of the time constants

to expect in the different cases is not easy to obtain, because

(i) the noise spectrum is band-limited, (ii) the PL distorts the

spectrum, and (iii) the short-bunch approximation cannot

be applied either. However, we can draw a few important

conclusions from the data:

• the noise realisation (seeding) can affect the bunch

length growth rate significantly,

• the multi-seed realisation blows up the bunch more and

with a longer time constant,

• for ϕrms
N
= 2◦, the time constants are a few hundred

synchrotron periods only and become comparable for

the PL/CC cases,

• ϕrms
N
= 0.2◦, the difference between PL and CC both

in final bunch length and time constant is significant.

Simulations During the Acceleration Ramp
In the following, we present some first results of simula-

tions with the acceleration ramp, applying ϕrms
N
= 0.2◦ either

through the PL or the CC. In both cases, the bunch-length

feedback was on; the evolution of the phase-noise scaling

factor and the resulting bunch length during the ramp are

shown in Fig. 6. When injecting the noise through the CC,

τtarg = 1.2 ns can on average be met throughout the whole

ramp, with about (20–40) % of ϕN (t). Note that the 4-sigma

r.m.s. bunch length deviates from τtarg as the shape of the

bunch is changing. However, ϕrms
N
= 0.2◦ is insufficient

to blow up the beam through the PL; even with 100 % of

ϕN (t), the bunch length shrinks below 0.7 ns. Qualitatively,

Figure 5: Typical evolution of 4-sigma r.m.s. bunch length

over time (blue) and the fit of the form ae
−t/τ
+ b (red).

this is in line with the results from flat bottom simulations.

Further simulations with increased ϕrms
N

are underway.

The 4-sigma bunch lengths at the end of the ramp are:

0.66 ns r.m.s., 0.65 ns Gaussian fit, and 0.63 ns full-width

(4/2.355× FWHM) with the PL; 1.05 ns r.m.s., 1.15 ns Gaus-

sian fit, and 1.18 ns full-width with the CC. As expected, the

shrinking bunch with insufficient blow-up remains Gaussian.

On the other hand, the bunch that is blown up through the

CC is rounder, with a denser core up to ±1.2 rad, sharply de-

creasing till ±1.7 rad, with no tail population at all. The low

tail population is consistent with earlier observations [9] and

is due to the mixture of controlled emittance increase and

decreasing bucket filling factor during the ramp, cf. Fig. 7.

The initial and end-of-ramp (8.5 × 106 turns, 756 s) bunch

profiles are shown as well.

Looking closer at the right-hand-side plot in Fig. 6, one

can see that the bunch length follows the same pattern as the

scaling factor x of the bunch-length feedback. Also, ϕN (t)

needs to be adjusted much more in the beginning of the ramp

than later.

CONCLUSIONS AND OUTLOOK
Noise generation, phase loop, and bunch-length feedback

have been implemented in the CERN BLonD code, creat-

ing a valuable tool for the realistic simulation of controlled

bunch shaping and emittance blow-up during the ramp in

the LHC. First simulation results at flat bottom and during

the acceleration ramp have been presented. Simulations re-

produce the reduced efficiency of the phase-loop-injected

noise in the core of the bunch.

The blow-up results in a round bunch profile that is far

from Gaussian. Bunch lengths obtained with different meth-

ods – r.m.s., Gaussian fit, and FWHM – differ largely. Hence,

also for on-line monitoring of the bunch length in the LHC,

a suitable choice of bunch length definition is important.

Out of the three studied, the FWHM measure is the most

sensitive to the bunch shape.

First simulations of noise injection during the accelera-

tion ramp confirm the experimental observations that after

the blow-up the bunch has a rounder core and lower tail
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Figure 6: Bunch-length feedback scaling factor x and resulting 4-sigma r.m.s. bunch length during the ramp, with PL (left)

and CC (right).

Figure 7: Initial (left) and final (middle) phase space and bunch profiles (right); ϑ = ϕ/35640. Blow-up through the CC.

population. To obtain the same final bunch length, different

noise amplitudes for injection through phase loop and cav-

ity controller are required, since the phase loop reduces the

effective noise spectrum.

Studies of controlled noise injection during the ramp will

be continued to optimise the blow-up for the next LHC run.

To better model the noise injection through the cavity con-

troller, multi-bunch simulations are planned in the long term.

This requires not only the implementation of multi-bunch

capabilities in BLonD, but also an overall optimisation of

the run-times for demanding simulations such as the LHC

ramp. The LHC re-commissioning early next year will give

a good opportunity to test new schemes and settings in real

life.

REFERENCES
[1] E. Shaposhnikova, “Longitudinal beam parameters during

acceleration in the LHC”, LHC Project Note 242, Geneva,

(2000).

[2] P. Baudrenghien et al., “Longitudinal emittance blow-up in

the LHC”, IPAC‘11, San Sebastian, Spain, TUPZ010 (2011).

[3] E. Shaposhnikova, et al., “Loss of Landau damping in the

LHC”, IPAC‘11, San Sebastian, Spain, MOPC057 (2011).

[4] S. Krinsky, J.M. Wang, “Bunch diffusion due to RF noise”,

Part. Accel. 12, 107–117 (1982).

[5] G. Dôme, “Diffusion due to RF noise”, CERN Accelerator

School ‘85, Oxford, UK, 370–401 (1985).

[6] S.V. Ivanov, “Longitudinal diffusion of a proton bunch under

external noise”, IHEP Preprint 92-43, Protvino (1992).

[7] T. Toyama, “Uniform bunch formation by RF voltage modula-

tion with a band-limited white signal”, NIM A, 447, 317–327

(2000).

[8] J. Tückmantel et al., “Experimental studies of controlled

longitudinal emittance blow-up in the SPS as LHC injector

and LHC test-bed”, LHC Project Report 761, Geneva, (2004).

[9] P. Baudrenghien, T. Mastoridis, “Longitudinal emittance

blowup in the large hadron collider”, NIM A, 726, 181–190

(2013).

[10] T.E. Levens et al., “A beam-synchronous gated peak-detector

for the LHC beam observation system”, IBIC‘13, Oxford,

UK, MOPC35 (2013).

[11] E. Shaposhnikova, et al., “Longitudinal peak detected Schot-

tky spectrum”, HB‘10, Morschach, Switzerland, TUO1C04

(2010).

[12] J. Tückmantel, “Simulation of LHC bunches under influence

of 50-Hz-multiple lines on the cavity field”, LHC Project

Note 404, Geneva, (2007).

[13] BLonD Beam Longitudinal Dynamics simulation code web-

site: http://blond.web.cern.ch

[14] J. Tückmantel, “Digital generation of noise-signals with arbi-

trary constant or time-varying spectra”, LHC Project Report

1055, Geneva (2008).

[15] P. Baudrenghien et al., ‘The LHC low level RF’, EPAC‘06,

Edinburgh, UK, TUPCH195 (2006).

THO4LR03 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

418C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Rings
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MEASUREMENTS IN FERMILAB RECYCLER
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P. Adamson, D. Capista, N. Eddy, I. Kourbanis, D.K. Morris, J. Thangaraj, M.J. Yang,
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Abstract
A new transverse instability is observed that may limit the

proton intensity in the Fermilab Recycler. The instability is
fast, leading to a beam-abort loss within two hundred turns.
The instability primarily affects the first high-intensity batch
from the Fermilab Booster in each Recycler cycle. This
paper analyzes the dynamical features of the destabilized
beam. The instability excites a horizontal betatron oscilla-
tion which couples into the vertical motion and also causes
transverse emittance growth. This paper describes the feasi-
bility of electron cloud as the mechanism for this instability
and presents the first measurements of the electron cloud in
the Fermilab Recycler. Direct measurements of the electron
cloud are made using a retarding field analyzer (RFA) newly
installed in the Fermilab Recycler. Indirect measurements
of the electron cloud are made by propagating a microwave
carrier signal through the beampipe and analyzing the phase
modulation of the signal. The maximum betatron amplitude
growth and the maximum electron cloud signal occur during
minimums of the bunch length oscillation.

INTRODUCTION
Beginning in July 2014, a fast intensity-induced transverse

instability was observed in the proton beam of the Fermilab
Recycler. This instability is currently a limiting factor on the
stable proton intensity in the Recycler. The Recycler is cur-
rently being commissioned from slip-stacking [1, ]. The
instability has the unusual feature of selectively impacting
the first high-intensity batch. Our studies focus on electron
cloud because it is the most probable mechanism for the
Reycler instability.
A qualitatively similar phenonenon, refered to as a “first

pulse” electron cloud instability, has been observed at Los
Alamos National Laboratory (LANL) [3, 4]. It should be
noted, however, that the LANL macropulse timing structure
is a very different timescale from the Fermilab batch timing
structure [5].
The azimuthal space in the Fermilab Booster is divided

into 84 buckets with typically 82 of those buckets are filled
during operation. The Booster extracts to the Recycler (or
the Main Injector) at a rate of 15 Hz and each Booster pulse
is known as a batch. Six 84-bucket Booster batches and a 84-
bucket kicker gap fill the 588-bucket azimuthal space of the
Booster Recycler. During slip-stacking operation another
six Booster batches can be injected.

When the first batch exceeds a certain intensity threshold
(originally 3e12), the Recycler instability causes the horizon-

tal betatron dipole oscillation to grow dramatically and can
lead to ∼ 25% loss within the first 150 turns. At this point,
the beam is aborted to minimize loss activation as described
in [1]. The rapid amplitude growth of the instability is only
consistent with electron cloud [6, 7, 8]. Below the inten-
sity threshold, the increased betatron oscillation amplitude
is only apparent in the first batch.

If the first batch is just below threshold, the subsequent
batches can have intensities above the single-batch intensity
threshold without significant beam loss. When the Recycler
beam is running in this configuration the most significant
betatron excitation appears in the second batch, followed
by the first batch. This configuration, with the first batch at
∼ 80% intensity of subsequent batches, enables the great-
est total beam intensity at normal loss rates. On July 24th
the Recycler titanium sublimation pumps were fired [9] and
on August 1st the Recycler switched to running with the
first batch at lower intensity then subsequent batches. The
maximum beam intensity was 22e12 protons on August 1st
2014 but gradually increased to 26e12 protons by August
10th 2014. The change in the instability threshold is consis-
tent with beampipe conditioning effects which increase the
threshold associated with electron cloud [10, 11].

The Recycler is outfitted with a digital damper system de-
signed to mitigate transverse instabilities during antiproton
accumulation (see [12]). The damper system is at least an
order of magnitude too weak to prevent losses from this new
instability in the Recycler. This Recycler instability also
occurs when the damper system is turned off.

The shorter bunch lengths appear to lower the intensity
threshold of the Recycler instability. In one illuminating
study (July 16th 2014), six batches each with 3.3e12 pro-
tons were injected into the Recycler with a deliberate RF
phase mismatch to induce a bunch length oscillation. Fig-
ure 1 shows that the instability immediately overpowers the
damper when the bunch length is short but the betatron mo-
tion damps and decoheres when the bunch length is long.
This figure also demonstrates that the instability begins in
the horizontal plane but the betatron motion spreads to the
vertical plane via the linear coupling of the lattice [13]. It
appears in this case that the instability begins the middle of
the batch and migrates to the tail of the batch. If the insta-
bility has increased the emittance in the center of the batch
than this would delay the onset of the electron cloud and
could account for the movement of the instability towards
the tail of the batch.
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Figure 1: Plots produced from resistive wall current monitor
and stripline BPM signals used in the digital damper sys-
tem.a,c) Intensity plot as a function of revolution number
and time within each revolution. b) Horizontal motion as a
function of revolution number and time within each revolu-
tion. d) Vertical motion as a function of revolution number
and time within each revolution.

The Recycler instability is encountered in the Recycler
during normal tuning conditions. For the measurements
described in this paper, the horizontal and vertical chro-
maticities are approximately -5. Further description of the
Recycler lattice and tuning parameters can be found in [14].
The vacuum in the Recycler was measured to be good quality,
typically 1e-10 torr at the ion pumps.
In the next section we describe the symptoms of the in-

stability measured by beam position instrumentation. In
particular we map out changes in the betatron oscillation
amplitude, the particle losses, and the bunch length. In
following two sections we present two methods measuring
electron cloud in the Recycler. In the first method the elec-
tron cloud is detected directly by a retarding field analyzer
(RFA) and in the second method the presence of the electron
cloud is infered by the phase-modulation of a microwave
signal traveling through the beampipe. Penultimately, we
present simulation results describing a plausible mechanism
by which electron cloud could exhibit the batch-selective fea-
ture observed in the Recycler instability. In the final section,
we summarize and describe future actions.

STRIPLINE MEASUREMENTS OF BEAM
POSITION

An in-depth study of the Recycler instability was con-
ducted on July 18th 2014 by studing the motion of the

beam with a stripline beam position monitor. The speci-
fications and calibration procedures of the stripline BPM are
described in [15].

In this study, a single batch was injected with an intensity
of 3.2e12 which is just above the theshold intensity (at the
time). The digital damper system was turned off and beam
loss abort occurs after 165 revolutions. The bunches undergo
a bunch-length oscillation due to the mismatch between the
Recycler and the Booster. In this study the vertical motion
was small compared to the horizontal motion. The motion
within the bunch was relatively uniform - the amplitude and
tune of the oscillation was consistent head to tail.
Figure 2. shows the horizontal position averaged within

each bunch and displayed across one batch. Oscillations are
too fine to make out by eye. Figure 3 shows average Fourier
transform of the horizontal position. The Fourier spectrum
reveals the horizontal motion is dominated by low frequency
components and oscillations at the betatron tune.

Figure 2: Stripline measurements of horizontal beam posi-
tion visualized across the batch and across times.

Figure 3: For several points of each bunch, the horizontal
frequency spectrum is taken and summed. The peak shown
in this plot is located at 0.4485 which corresponds to the
horizontal betatron tune.
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The instability manifests as a growing betatron dipole os-
cillation and therefore the amplitude and tune of the betatron
oscillation can be used as an effective metric of the instability.
We divide the dataset into overlapping 12-revolution win-
dows and for each window we calculate the best-fit betatron
tune and its amplitude.
Figure 4 shows the horizontal betatron amplitude across

the batch. The betatron amplitude grows rapidly (∼ 20 revo-
lution doubling time) and appears to level off around the 70th
revolution. The betatron amplitude growth is concentrated
in the second half of the batch and obtains the maximum
betatron oscillation amplitude between the 60th and 70th
bunch in the batch. The moiré patten in Figure 4 is most
likely an aliasing effect.

Figure 4: Horizontal betatron amplitude across batch and
over time.

Figure 5 shows the particle losses across the batch. The
particle losses are calculated by changes in the stripline sum
signal. The losses occur in the second half of the batch and
increase as the betatron amplitude growth rate decreases.
Figure 6 shows the batch-average of the betatron amplitude
growth rate juxtaposed with the batch-total of the particle
loss. The decrease in the betatron amplitude growth rate
is not consistent with a selection effect from the loss of
particles with high betatron amplitudes.
Figure 7 shows the bunch length across the batch. The

bunch length is calculated as the standard deviation of the
(stripline) intensity distribution. The bunch lengths are con-
sistent across the batch but vary from ∼ 1.4 ns to ∼ 1.9 ns
over a half synchrotron period. Figure 8 show the batch-
average of the betatron amplitude growth rate juxtaposed
with the batch-average of the bunch length. The minimum
of the bunch length oscillation coincides with the maximum
betatron amplitude growth rate.

The Recycler instability can be compared to the electron
cloud instability seen in the CERN SPS by Cornelis [7]. Our
results seem consistent with the horizontal motion but not the
vertical motion. Simulations of electron cloud instabilities
also predict rapid transverse emittance growth [8, 16, 17].

Figure 5: Particle losses across batch and over time.

Figure 6: The left axis (black) indicates the betatron ampli-
tude growth rate averaged across the batch and the right axis
(blue) indicates the particle losses summed across the batch.

Figure 7: Bunch length across batch and over time.
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Figure 8: The left axis (black) indicates the betatron ampli-
tude growth rate averaged across the batch and the right axis
(blue) indicates the bunch length averaged across the batch.

DIRECT MEASUREMENT OF
ELECTRON CLOUD

From September 5th to October 23rd there was a pre-
scheduled shutdown period in which an RFA electron cloud
detector was installed in the Recycler atMI-52. Details about
the design and characterization of the RFAs are given in [18]
and [11]. Other accelerators have deployed similar collectors
to study electron cloud [19, 20, 21]. An RFA signa of 1V
is estimated to represent an electron flux of ∼ 1e7 electrons
per second per square centimeter. The RFA was installed
on 100 ft of new stainless steel beampipe with no previous
history of electron cloud conditioning. This RFA has been
exposed to less than a week of scrubbing and we have not
yet run high-intensity multiple-batch Recycler cycles since
the shutdown. Consequently we expect the electron cloud
measured by the newly installed RFA would be typical of a
higher SEY than would generally be found in the rest of the
Recycler.

Figure 9 and Figure 10 show the RFA response to a single
3.1e12 batch cycle and a six batch 2.6e12 cycle respectively.
In Figure 9 we see that when the batch is injected the electron
cloud RFA is composed of several sharp peaks spaced at
half synchrotron period intervals and declining in height. In
Figure 10 we see a similar signal at each batch injection but
with the signals rising with each subsequent injection.

The sharp peaks in the electron cloud signal occur at
minimums of the bunch length oscillation. An increase in
electron cloud density is the expected response to a reduction
in bunch length [22]. The greatest oscillation amplitude
growth due to the Recycler instability also occurs at bunch
length minimums (Figure 1 and Figure 8).

In Figure 10, the sharp peaks in electron cloud signal de-
cline in height more gradually than in Figure 9. The gradual
decline in the electron cloud peak height may be explained
by filamentation of the synchrotron oscillation. The initial,
very rapid decline in the electron cloud peak height appears

Figure 9: The left axis (blue) indicates the total beam inten-
sity stored in the Recycler and the right axis (red) indicates
the magnitude of the RFA ecloud signal. The traces corre-
spond to a single 3.1e12 batch Recycler cycle.

Figure 10: The left axis (blue) indicates the total beam inten-
sity stored in the Recycler and the right axis (red) indicates
the magnitude of the RFA ecloud signal. The traces corre-
spond to a six batch 2.6e12 Recycler cycle.

to only occur at high beam intensities. One explanation
is that the first electron cloud peak dramatically increases
the transverse emittance of the beam. In the next electron
cloud peak, the beam has a larger transverse emittance and
therefore does not produce an electron cloud of the same
density (see [8]). This model of close feedback between the
transverse beam emittance and the electron cloud density is
a novel regime of electron cloud dynamics.

MICROWAVE MEASUREMENTS OF
ELECTRON CLOUD

On August 20th 2014 a study of the Recycler electron
cloud was conducted with microwave electronics. At the
time of these measurements, the first batch is was operating
at an intensity of ∼ 3.6e12 and subsequent batches at an in-
tensity of ∼ 4.5e12 per batch. On each day, two “split-plate”
BPMs in the Recycler (VP201 and VP203) [23] were dis-
connected and used to transmit a microwave signal through
the beampipe in order to infer the presence of electron cloud
in the Recycler. These studies follow the technique imple-
mented in the Fermilab Main Injector by Crisp et. al. in [24]
and also by others [25, 26, 27].

Unlike the RFA electron cloud measurement shown in this
paper, the microwave technique can measure the electron
cloud in dipole regions with typical beampipe conditioning.
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In addition, we currently have only measured high-intensity
multiple-batch cycles with the microwave technique.

A schematic of the electronic setup used for these studies
is shown in Figure 11. The signal generator is used to drive
a ∼ 1.9GHz carrier signal which is then passed through an
amplifier and a high-pass filter. This carrier signal is sent
into a Recycler BPM used as a microwave transmitter, is
propagated through the Recycler beampipe, and is received
by the second Recycler BPM used as a microwave receiver.
This carrier signal then passes through another high-pass
filter and is recorded by the signal analyzer. Using the split-
plate BPMs as improvised microwave antennas results in a
∼ −80 dB transmission loss.

Figure 11: Flow-chart schematics of the microwave elec-
tronics used to measured the electron cloud. The signal
generator creates a signal at a single carrier frequency, next
this signal propagates through the electron cloud, and lastly
this signal is examined for phase modulation in the signal
analyzer.

In the presence of an electron cloud of uniform density,
the carrier signal receieves a phase delay approximately [26]
given by

φ ≈
L
c

ω2
p

2
√
ω2 − ω2

c

(1)

where L is the path length and ωc is the cut-off frequency
of the beampipe. The plasma frequency ωp can be approxi-
mated (in Hz) by

ωp ≈ 2π9
√
ρe (2)

where ρe is the density of the electron cloud in electrons per
cubic meter.

The density of the electron cloud is modulated by the
revolution harmonics of the proton beam (∼90 KHz) and
therefore the carrier frequency is phase-modulated (PM)
in the presence of the electron cloud. Consequently, the
electron cloud signal is seen as 90kHz sidebands on either
side of the carrier frequency. The contribution that each
batch makes to the sideband is 2π/7 out of phase with the
contribution made by the adjacent batch. This creates a
possible ambiguity betweeen changes in the density of the
electron cloud and change in the distribution of the electron
cloud.
From Eq. 1 it can be seen that the optimal carrier sig-

nal is near the cut-off frequency of the beampipe because
that greatly enhances the magnitude of the electron cloud
phase-delay while keeping the amplitude of the carrier sig-
nal high. For the measurements presented in this paper we
used 1.977 GHz as our carrier frequency, but our choice of
carrier frequency may not be completely optimized.

For a 1.977000 GHz carrier frequency and a 90 kHz mod-
ulation frequency, the lower sideband frequency is 1.976910
GHz. Figure 12 shows the average spectral power of the
lower sideband frequency as a function of time within the
Recycler cycle. The beam background trace may be indicat-
ing the operation of the Recycler kickers because the sharp
peaks coincide with the six batch injections into the Recy-
cler as well as the batch extraction from the Recycler. The
electron cloud measurement trace also shows sharp peaks at
batch injection and these peaks are a statistically significant
margin above the sharp peaks in the beam background trace.

Figure 12: Spectral power of the lower sideband frequency
averaged over 40 Recycler cycles and for each of two condi-
tions. In the “beam background” condition (red), the spectal
power is measuring cycle-dependent background from the
beam harmonics and accelerator electronics. In the “car-
rier signal with beam background” a carrier signal is also
propagated through the beampipe and the trace includes the
sideband of this signal.

Figure 13 zooms in on the gradual features of the traces
shown in Figure 12 to reveal “plateaus”. The plateaus are
the piecewise constant features that increase in magnitude
up to third and fourth batch and then decrease in subsequent
batches. Recall that the contribution of each batch to the
sideband height is 2π/7 out of phase with the previous batch.
Consequently, these plateaus are actually consistent with the
case in which each batch generates a comparable amount of

Proceedings of HB2014, East-Lansing, MI, USA THO4LR04

Beam Dynamics in Rings

ISBN 978-3-95450-173-1

423 C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s



electron cloud while passing a given section of beampipe.
In that case, the plateaus are indicating an electron cloud
density relatively uniform across the second and subsequent
batches (with electron cloud flux increasing proportionally
with the number of batches) [28].

Figure 13: Spectral power of the lower sideband frequency
averaged over 40 Recycler cycles with and without a carrier
signal. This plot zooms in on the plateaus of the measure-
ment trace.

Figure 14 zooms in the sharp peaks at the first two batch
injections shown in Figure 12 and Figure 13. At each in-
jection, there are actually two or three sharp peaks each
declining in height with respect to the previous peak. The
peaks are spaced at half-synchrotron period intervals be-
cause they coincide with the minimums of the bunch length
oscillation.
The sharp peaks of the measurement trace (Figure 12)

that occur at the second injection are always significantly
higher than that of the first injection; the peaks at the first in-
jection are higher still than those at the third and subsequent
injections. The profile of injection peak heights matches the
profile of the instability observed in the beam while these
measurements were taken. These measurements are taken
with the first batch at ∼ 80% the intensity of subsequent
batches, with the largest betatron oscillation amplitude ob-
served in the second batch.
However, it is difficult to identify a mechanism which

would account for this selective generation of electron cloud.
Moreover, this profile of the electron cloud does not match
the profile observed in the low-intensity multiple-batch RFA
signal (Figure 10). If the electron cloud density after the
first two batches is sufficiently great, its possible that the
electron cloud instability could rapidly increase the emit-
tance of the third batch in the ∼ 30 revolutions before its
first bunch length minimum. However, one would naively
expect that this rapid emittance growth would co-occur with
rapid betatron amplitude growth which is not observed in
the third batch. Another hypothesis would be that the elec-
tron cloud temporarily modifies the SEY of the beampipe
by desorbing large quantities of gas. However the maximum
electron cloud density would be many orders of magnitudes
too small to alter the SEY of the beampipe on this timescale.

During the shutdown, spare split-plate BPMs in the Recy-
cler (VP130 and VP202) were connected to the microwave
electronics (Figure 11). Consequently, future microwave

Figure 14: Spectral power of the lower sideband frequency
averaged over 40 Recycler cycles with and without a carrier
signal. This plot zooms in on the features of the sharp peaks
at batch injection.

Table 1: Recycler and Parameters Used for POSINST

Beam Kinetic Energy (E) 8 GeV
Beam Distribution Transverse sigma (σx ) 3 mm
Beam Distribution Longitudinal sigma (σz ) 0.75 m
Full Bunch Intensity 5e10
Buckets per batch 84
Filled buckets per batch 82
Number of batches 6
Beampipe SEY (maximum) 2.2
Beampipe geometry elliptical
Beampipe horizontal major axis 94 mm
Beampipe vertical major axis 44 mm
Dipole field strength 1.375 T

measurements of electron cloud in the Recycler will not re-
quire disconnecting any instruments currently used to moni-
tor beam position.

SIMULATION DATA OF ELECTRON
CLOUD STRIPING

In this section we present one mechanism for the electron
cloud instability to be batch-selective. Electron cloud has
been observed forming stripes in the presence of a strong
dipole field [19]. Simulations indicate that in low electron
cloud densities, the electron cloud is confined to a single
vertical stripe centered on the beam. As the electron cloud
density starts to near a maximum saturation point, the struc-
ture of the electron cloud changes to two vertical stripes with
a bimodal horizontal distribution [29].

We conducted electron cloud simulations using POSINST
[30], an electron cloud simulation program that relies on
the Furman-Pivi model of secondary electron yield (SEY)
[31]. The simulations presented in this paper use realistic
parameters for the Recycler, shown in Table 1, with the
possible exception of the SEY. The SEY for the simulation
was 2.2, the SEY of completely unconditioned stainless
steel [32]. We find that the electron cloud generated in each
revolution is independent of the previous revolution.

Simulation of Electron Cloud Striping
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The simulations indicate that the electron cloud density
in the beampipe increases every revolution until the end of
the last batch, at which point it falls off rapidly. The electron
cloud density within in the one sigma ellipse of the beam,
however, can obtain an early maximum. Figure 15 shows
the electron density within one sigma of the beam for a
cycle in which all batches have the same intensity (5e10 per
bunch). Figure 16 shows the electron density within one
sigma of the beam for a cycle in which the first batch has
75% the intensity of subsequent batches (3.5e10 per bunch).
In Figure 15 the peak electron cloud density near the beam
is obtained during the first batch and in Figure 16 the peak
electron cloud density near the beam is obtained during the
second batch. This matches the batch-selectivity observed in
the Recycler instability - a modest decrease in the intensity
of the first batch moves the instability from the first batch to
the second batch and the instability becomes less severe.

Figure 15: Simulated electron cloud density within 1 sigma
of the beam (blue) for a beam structure with six batches
of equal intensity (black). The maximum electron cloud
density (within 1 sigma of the beam) is 3.83e13 per cubic
meter and is obtained after the 71st bunch. The batches are
84 (18.8ns) buckets long with 82 buckets filled with 5e10
intensity bunches.

The electron cloud density within one sigma of the beam
peaks because of the formation of stripes in the dipole field.
Figure 17 shows simulated particles distributed in a single
stripe at the 60th bucker and Figure 18 shows simulated
particles distributed in two stripes at the 212th bucket. Both
distributions are drawn from the same simulation run shown
Figure 16. The discrete lines that compose the stripes in
Figure 17 and Figure 18 are not numerically stable features
of the simulation and should be regarded as a approximate
description of the more continuous distributions shown in
[29] and [17]. We have also conducted simulations without
a strong dipole field and we do not find particles distributed
in stripes or find an early peak in the electron cloud density
near the beam.
This dipole-striping model presently represents our best

explanation for the observed batch-selectivity of the electron

Figure 16: Simulated electron cloud density within 1 sigma
of the beam (blue) for a beam structure with the first batch
at 75% the intensity of subsequent five batches (black) The
maximum electron cloud density (within 1 sigma of the
beam) is 2.93e13 per cubic meter and is obtained after the
98th bunch. The batches are 84 (18.8ns) buckets long with
82 buckets filled with 3.5e10 and 5e10 intensity bunches.

Figure 17: (top) 2D histogram showing the positions of par-
ticles in an electron cloud simulated by POSINST. The color
indicates the number of particles on a log scale. (bottom) 1D
histogram showing the horizontal distribution of particles.
The particles are located within a single vertical stripe and
have a unimodal horizontal distribution.

cloud instability [33]. It should be noted that this model
predicts only the batch-selectivity of the electron cloud in-
stability (seen in the microwave data).

CONCLUSIONS
We will continue to study this new instability and the

electron cloud in the Recycler. The September-October shut-
down provided an opportunity for dedicated RFA and mi-
crowave electron cloud instrumentation to be installed in the
Recycler. Within a week or two we will be able to observed
the RFA signal near the multiple batch intensity threshold.
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Figure 18: (top) 2D histogram showing the positions of par-
ticles in an electron cloud simulated by POSINST. The color
indicates the number of particles on a log scale. (bottom) 1D
histogram showing the horizontal distribution of particles.
The particles are located within two overlapping vertical
stripes and have a bimodal horizontal distribution.

If the instability is indeed caused by electron cloud, it
is possible that commissioning of the Recycler for slip-
stacking in the coming months will sufficiently condition
the beampipe to effectively eliminate losses from the insta-
bility. If so, this paper has provided the first glimpse into
the nature of electron cloud instabilities at Fermilab Recy-
cler. If incidental beampipe conditioning is not sufficient
to raise the instability threshold, we are considering dedi-
cated scrubbing cycles with the purpose of advancing the
rate of conditioning. We have also discussed the possibility
of upgrading the digital damper system in the Recycler.
This paper has informed the greater accelerator commu-

nity of a new instability both worth avoiding and worth
studying. We describe the salient dynamical features of the
instability in detail. The connection between the electron
cloud in the Recycler is compelling. The electron cloud in
the Recycler shows a dramatic dependence on bunch length
and transverse emittance. This works underscores the need
to understand the diversity of electron cloud phenomena.
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TRANSVERSE EMITTANCE PRESERVATION STUDIES FOR THE CERN 
PS BOOSTER UPGRADE 
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V. Forte, CERN, Geneva, Switzerland, and Université Blaise Pascal, Clermont-Ferrand, France 

 
Abstract 

As part of the LHC Injectors Upgrade Project (LIU), the 
CERN PS Booster (PSB) will undergo an ambitious  
upgrade program, which includes the increase of injection  
energy from 50 MeV to 160 MeV and the implementation  
of an H- charge-exchange injection from the new Linac4. 
Compared to rings characterized by similar space-charge 
tune spreads (about 0.5 at low energy), the peculiarity of 
the PSB is the small transverse emittance that needs to be 
preserved in order to provide high brightness beams to the 
LHC. We here try to identify what is the min imum 
emittance that can be achieved for a given intensity, via 
measurements, scaling estimates and simulation studies. 
The latest are based on our best knowledge of the optics 
model and take into account known perturbations such as 
the one induced by the short and fast ramping chicane 
injection magnets. 

INTRODUCTION 
CERN PS Booster is the first circular accelerator in the 

LHC proton injector chain and it is where the transverse 
emittance is defined.  

It is made of four superposed rings and accelerates 
protons up to 1.4 GeV (it will be upgraded to 2 GeV) for 
the downstream machine, the Proton Synchrotron (PS). 

Currently it has a conventional multi-turn injection of 50 
MeV protons from Linac2 and the plan is to replace it with  
a H- charge-exchange injection from Linac4 at 160 MeV 
[1]. These upgrades will allow increasing the beam 
brightness, i.e. the intensity in a given emittance, for the 
same space-charge tune spread, to reduce the injection 
losses, which in the present machine are dominated by the 
interaction with the injection septum, and to better control 
the filling of the transverse phase-space. 

Particles are injected at a given working point (Qx, Qy) 
around (4.3, 4.5), to optimize multi-turn injection and 
allocate the maximum possible space-charge tune spread, 
which in the PSB is around 0.5. The tunes are then reduced 
during acceleration, as soon as the necktie gets smaller, 
down to about (4.2, 4.2) at extraction. Figure 1 shows the 
working point variation during the ramp for the LHC-type 
beam discussed in the following section, which is injected 
at a slightly larger horizontal tune, as a result of beam 
optimization in operation. 

With respect to the production of the high intensity 
beams, in which the goal is to minimize the injection losses 
[2], for the LHC beams the challenges are to assure a good 
quality beam in the three planes and to minimize the 
transverse emittance blow-up.  

Figure 1: The working point during acceleration of the 
LHC-type beams goes from around (4.4,4.47) down to 
(4.18,4.20). 

MEASUREMENTS 
In 2012 a measurement campaign has been done for the 

LHC operational beams, with the aim to quantify and 
define a budget for the emittance blow-up in the entire 
injection chain.  

Figure 2 summarizes the major results for the PSB, i.e . 
the curve of the average normalized transverse emittance 
as a function of the beam intensity, at constant longitudinal 
emittance. The horizontal and vertical emittances have 
been measured at the extraction flat-top in Ring 3, which  
featured the best performances , as the result of a careful 
optimization [3].  

Different beam intensities have been produced by 
increasing the number of injected turns from 1 to 4 and the 
only other parameter which was slightly changed and 
optimized for each measurement point was the tune at 
injection. Two sets of measurements appear in the plot, for 
different longitudinal emittances, that are 1.20 eVs and 
0.86 eVs (matched area), corresponding to the two main  
LHC beams produced in 2012, i.e. respectively the 
standard LHC25ns and the BCMS [4]. 

The first consideration is that the points lie on a straight 
line on the emittance versus intensity plot; the second is 
that the slope increases for a smaller longitudinal 
emittance.  

Additional measurements [3] show that, provided that 
the working point is optimized all along the cycle, the 
transverse normalized emittance is constant during 
acceleration (however measurements at injection are 
difficult to read due to scattering at the wires , which  
induces 10% blow-up during the measurement itself). This 
indicates that the final values of the transverse emittance 
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are dominated by space-charge effects at injection energy 
and by the multi-turn injection process itself. 

 
Figure 2: Emittance vs intensity curve for the LHC25ns  
beam (1.20 eVs) and the BCMS beam (0.86 eVs) [3]. 

SCALING FOR LINAC4 
The future change of injection energy with Linac4 gives 

a factor (��2)160MeV/(��2)50MeV = 2.04 reduction of the 
space-charge tune spread for the present beams.  

The baseline of LIU is to keep the same tune spread as 
of today at the PSB injection [4], and to inject twice as 
many protons in a given emittance. The other possibility 
could be to reduce the emittances for a given intensity by 
the same amount. 

With this assumption, the slopes of the lines in Fig. 1 
should scale down as 1/(��2), i.e. by a factor ~2. In addition 
to this consideration, any increase of the longitudinal 
emittance will help further to decrease the slope. 

SIMULATIONS EFFORT 
A campaign is ongoing to confirm in simulations the 

predictions from the scaling estimates. The effort profits 
from work done in the past and/or for different and specific 
purposes and includes: 
� Code consolidation and benchmarking of the 

simulation tools with ad-hoc measurements  
� Benchmarking of the simulations of the present 

injection scheme with measurements of operational 
beams  

� Study of the best injection scenario in the transverse 
and longitudinal plane 

� Improvement of the machine optics model taking into 
account the new hardware 

  The codes chosen are Orbit [5] for the injection studies 
and PTC-Orbit [6], i.e. its version with the PTC tracking  
libraries included, for the longer-term simulations. 

Code consolidation and benchmarking with ad-
hoc measurements 

Measurements have been done in 2012-2013 to analyse 
space-charge effects in the PSB at 160 MeV, using the 
special magnetic cycle that was created in the past with an 
energy plateau at 160 MeV to allow for Machine 
Development Studies in view of the Upgrade. These are 
summarized in [7,8] while the results of benchmarking  

with simulations are presented in [9]. A very good 
agreement was found in terms of beam losses and profile 
evolutions in the 3 planes , provided that our best 
knowledge of the machine is included in the simulations.  

In parallel with these studies, a large effort is ongoing 
within the CERN Space-Charge Study Group to 
consolidate our simulation tools and to cross -benchmark 
the different codes. This is the subject of Ref. [10]. 

Simulations of the present injection scheme 
The first attempt to reproduce with simulations the 

present multi-turn injection is documented in [11]. The 
injection septum and the slow kickers displacing the closed 
orbit towards the injection septum have been modelled in  
Orbit.  A good agreement was found for the production of 
an LHC-type beam with a 2-turn injection, but there were 
still discrepancies for the other variety of beams that the 
PSB can produce, especially the ones involving a larger 
number of injection turns. This can be due to missing  
ingredients in the optics model and/or to the large 
uncertainties in the definition of the injection settings, such 
as offsets in positions and angles and the parameters related 
to the kickers, i.e. calibration curves to get the strength, and 
the start timing with respect to injection. Simulations put 
in evidence how the evolution of beam losses and the build-
up of emittance during the injection process are strongly 
dominated by the presence of the septum and by the 
injection settings. Moreover, space-charge plays a 
significant role in this process, therefore needs to be 
properly taken into account, as it helps in the 
homogenization of the profiles during injection.  

Studies of the best injection parameters  
In order to preserve a small emittance during the H- 

charge-exchange injection process, the studies aim at 
optimizing [12]: 
� The optics parameters and offsets of the incoming 

Linac4 beam within the geometrical constrains of the 
tight space and apertures available in the injection 
region 

� The longitudinal distribution of the incoming beam, 
assuming no longitudinal painting in order to 
minimize the number of injected turns  

� The painting bump 
� The injection working point 

Improvement of the optics knowledge and 
modelling of the new injection hardware 

Beam based measurements are ongoing to build up a 
detailed linear and non-linear optics model of the PS 
Booster [13]. The final goal is to implement, in a 
deterministic way, a resonance compensation scheme to 
accommodate a larger possible space-charge tune spread. 
Moreover, the outcome of these studies is used in the space 
charge simulations [9] to provide a detailed set of errors 
that represent the machine. 

Concerning the lattice perturbations induced by the new 
injection chicane magnets, these are caused by two 
mechanisms.  
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First of all, in order to satisfy the stringent space 
constraints, short rectangular magnets with a maximu m 
deflection of 66 mrad are required and introduce edge-
focusing errors. Since the vertical tune of the machine is 
close to the half-integer resonance, this induces strong 
beta-beating in the vertical plane [14]. This effect vanishes 
as the chicane bump collapses.  

Second effect, but of a comparable size, the ramp-down 
of the magnets within 5 ms induces Eddy currents in the 
vacuum chamber and generates multipolar components 
varying with time [15]. This translates again in vertical 
beta-beating due to the large horizontal orbit excursions 
inside the magnets, which cause quadrupolar feed-down 
effects. Perturbations due to Eddy currents depend linearly 
on the ramp rate and the effects on the beam are 
proportional to the offset from the magnet center.  

To compensate for the beta-beating caused by the 
rectangular magnets edge effects  and by Eddy current 
induced perturbations , additional trims on the two 
defocusing lattice quadrupoles QDE3 and QDE14 are 
envisaged [15]. 

These magnets and the correcting trims are now 
modelled in time-varying tables, acquired as input for 
PTC-Orbit. 

EMITTANCE BLOW-UP DUE TO SPACE-
CHARGE AND INTERACTION WITH 

RESONANCES 
The aim of these simulations is to identify the min imum 

emittance that can be achieved for a given intensity.  
The errors included in the model are the perturbations at 

the chicane magnets  due to edge effect and Eddy currents. 
This provides the excitation of the half-integer and 20% 
vertical beta-beating, which is corrected down to a few % 
by the special trims on the two lattice quadrupoles, as 
described above. In addition to that, it induces the 
excitation of the integer lines, which are not compensated. 
The model does not include any non-linear perturbations, 
except for the sextupolar components due to Eddy currents, 
which are negligible in strength. 

We start with a transversely matched Gaussian  
distribution, while in the longitudinal plane the distribution 
is uniform in phase and parabolic in energy spread and 
evolves in an h=1+h=2 accelerating bucket.  Then we 
follow the emittance evolution versus time for the first 7 
ms. The working point is assumed constant and is set to 
(4.28, 4.55). 

The injection process is not simulated, as the focus is on 
the blow-up during the fall of the chicane (injection is 
completed within the first 20 �s). Although final 
simulations should be end-to-end and include the injection 
painting as well, this approach is here justified by the 
results of Fig. 3, i.e. that the emittance reached at the end 
of the chicane bump is independent of the starting value 
(provided that the final value is larger than the initial one).  

 
Figure 3: Normalized emittance evolution for 350e10 ppb 
intensity and a longitudinal emittance of 1.20e Vs, if 
starting from 1�m emittance or from 1.65 �m at injection. 

 
The results obtained so far, still preliminary, are shown 

in Fig .4. In blue and in red are the lines of Fig. 1, scaled 
down by the factor 2 to account for the increase of the 
injection energy, as discussed in a previous section. The 
green triangles and the blue crosses show two different sets 
of data for different longitudinal emittances, respectively 
1.17eVs and 1.48eVs. The simulated points lie as well on 
straight lines and it is confirmed that the increase in  
longitudinal emittance helps in improving the beam 
brightness. However, the curves have a slope which is a 
factor 25% smaller, while in our predictions they should 
have matched.  

In order to include other perturbations in addition to the 
ones at the chicane magnets, the set of quadrupolar errors 
extracted from the beam-based measurements of 2012 [9] 
has been added to the model. A first attempt to identify the 
minimum emittance that can be reached was unsuccessful. 
The new errors were exciting the half-integer line, which  
was not compensated and, since the vertical tune was set to 
4.55, it caused a large beam blow-up. For our second 
attempt, we lowered the working point to (4.28, 4.45) so 
that the space-charge tune footprint could be below the half 
integer, and the results are plotted as red squares in Fig. 4. 
Not much difference in terms of emittance blow-up was 
found with respect to the chicane-only case, apart for a 
small increase in the vertical plane due to the lower 
working point which makes the footprint touch the vertical 
integer. 

Figure 5 shows the projections of the horizontal and 
vertical tune footprint. The initial tune spread for an 
intensity of 350e10 ppb and a starting emittance of 1�m in  
both planes is in red. Since it is largely below the integer, 
blow up occurs mostly in the horizontal plane, and bring 
the tune footprint to the situation in blue. For comparison, 
in green is the initial footprint if starting the simulations  
with emittances of 1.7 �m. 

THO4LR05 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

430C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Beam Dynamics in Rings



 
Figure 4: Emittance versus intensity, assuming injection at 
160 MeV from Linac4. Blue and Red are the measurements 
results of Fig. 1 scaled by a factor 2. Green triangles: 
simulations assuming 1.17eVs longitudinal emittance. 
Blue crosses: simulations with 1.48 eVs. Red squares: 
simulations with 1.17 eVs, Qv=4.45 and a more complete 
linear errors model. 
 

 

Figure 5: Tune footprint, horizontal and vertical 
projections: Red: initial tune spread for a beam of 350e10 
ppb and 1�m emittances. Blue: final (after 7ms) for the 
same beam. Green: initial footprint for 350e10 ppb and 
1.7 �m. Longitudinal emittance is 1.17 eVs . 

EMITTANCE BLOW-UP DURING THE 
INJECTION PROCESS 

Other important sources of emittance blow-up are during 
the injection process itself, in particular Multiple Coulomb 
Scattering at the foil, mismatch at injection and jitters  
and/or ripples in the injection equipment.  

 

 
Figure 6: Simulated horizontal and vertical normalized  
emittance blow-up due to scattering at a 200 �g/cm2 
graphite foil. The multi-turn injection lasts 20 turns and 
the beam is not removed from the foil after injection has 
completed. Space-charge is not included. 

Figure 6 shows the horizontal and vertical blow-up due 
to Multipole Coulomb Scattering at a Graphite foil of  200 
�g/cm2. For this exercise we have assumed an injection of 
20 turns, without painting, after which the beam is kept on 
the foil. One can notice the change of slope in the emittance 
blow-up once injection is completed. Indeed, during the 
multi-turn injection process, the number of foil traversal 
per particle is half the number of turns (if no transverse 
painting is applied). This consideration should be taken 
into account when evaluating the emittance blow-up with  
analytical formula, however one should not forget to 
consider the time needed to remove the beam from the foil, 
which in our case is of the order of 7 extra foil traversals 
for the entire beam.

For the simulations shown in Fig. 7, a target intensity of 
165e10 protons in a transverse emittance of ≤ 1�m has 
been considered (BCMS type beam). No longitudinal 
painting is used in order to minimize the number of 
injection turns. Also no transverse painting is applied, to 
generate a minimum possible emittance. In ideal 
conditions, the transfer line optics is matched with the PSB 
optics at injection (beta functions and dispersion) and no 
offset is applied between the injected and the circulating  
beam. A nominal normalized transverse emittance of 
0.4 �m is assumed for the beam from Linac4. A uniform 
distribution in phase (±1.9 rad, corresponding to 616 ns 
bunch length) and parabolic in ∆p/p (±1.1e -3, 
corresponding to an energy offset of ±0.336 MeV) is 
considered for these studies.  

Assuming 40 mA from Linac4, the injection process  
requires 7 turns injected plus about 7 turns to move away 
from the foil, implying an increase of transverse emittance 
of about ��x=0.12 �m and ��y=0.08 �m.  

Figure 7 shows the effect of different injection scenarios, 
with respect to the ideal case, taking into account injection  
offsets, mismatch and a larger number of turns, e.g. in case 
the current from Linac4 would be lower. In particular:  

a) Ideal optics and Linac4 current of 40 mA. 
b) 25% mismatch of the optics parameters (beta 

functions and dispersion) 
c) Mismatch as in (b) plus a constant offset of 2 mm 

between injected and circulating beam (steering 
and/or orbit errors) 

d) Mismatch and offset as in (b) and (c) plus Linac4 
current limited to 20 mA. This requires doubling the 
number of injection turns and, as a consequence, of 
stripping foil crossings. 

The result of the simulations, for the different mentioned  
scenarios, shows a final transverse emittance of ~0.9 �m, 
still within the target.  
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Figure 7: Ratio between final �f (after 100 �s) and initial 
�i emittance for different non-ideal scenarios 
(mismatched optics, orbit offset and reduced Linac4 
current). A factor of two emittance blow-up is observed 
for the most conservative case (d).

CONCLUSIONS 
In the present PSB, the emittance is determined by 

space-charge effects at injection energy and by the 
conventional multi-turn injection process itself. The 
relation between transverse emittance and intensity is 
linear and depends on the longitudinal emittance.  

Within the LIU project, the injection energy will be 
increased to 160 MeV, thus allowing for the injection of 
twice as much intensity in a given emittance. Moreover the 
new H- injection scheme will relax some of the constraints 
linked to the conventional multi-turn proton injection  
allowing for more flexibility in the shaping of the 
emittances. We expect two major contributions in the 
definition of the transverse emittance: the blow-up due to 
the injection process itself, e.g. foil scattering and injection 
errors or ripples, and the space-charge effects at low 
energy, knowing that the expected tune spread with the 
upgrade will still be of the order of 0.5.  

The effects of blow-up at injection are evaluated for the 
production of a 1 �m emittance beam, and preliminary  
results are shown concerning the attempt to verify the 
scaling (proportional to ��2) of the measured curve 
emittance versus intensity for the Linac4 injection energy. 
Discrepancies by a factor 25% between simulations and 
scaled measurements may be due to missing ingredients in  
the model, i.e. higher order resonances, or simply due to 
differences in the injection process and/or in the 
contribution of the dispersion.  

In parallel with improving the PSB optics model, efforts 
needs to be pursued in benchmarking the code with 
measurements data and in the basic understanding of 
effects related to space-charge in interplay with  
resonances.  
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DPA AND GAS PRODUCTION IN INTERMEDIATE AND HIGH ENERGY 
PARTICLE INTERACTIONS WITH ACCELERATOR COMPONENTS  

A.Yu. Konobeyev#, U. Fischer, KIT, Karlsruhe, Germany  

Abstract 
A brief overview of methods for the calculation of the 

number of stable defects in irradiated materials is 
presented. Special attention is given to the evaluation of 
gas production cross-sections performed using nuclear 
models, experimental data, and systematics. The 
perspective of the use of evaluated data files for dpa and 
gas production calculations is discussed. 

INTRODUCTION 
A calculation of radiation damage and gas production 

rates in materials is a challenging task combining the 
modelling of nuclear interactions, the simulation of the 
material behaviour, and taking into account, as far as 
possible, experimental data.  

The calculation of atomic displacement cross-section 
consists of two independent parts: the calculation of recoil 
energy distributions for involved nuclear reactions and the 
evaluation of the number of stable displacements in 
materials. The report presents a brief overview of 
methods of calculation and main important results 
obtained for the number of defects produced in materials 
under irradiation. Special attention is given to the 
evaluation of gas production cross-sections using results 
of nuclear model calculations, experimental data, and 
systematics predictions. 

DPA PRODUCTION 
The dpa production (radiation damage) rate is 

calculated by summing of integrals of particle- and 
energy-dependent displacement cross-section d and 
particle flux over all particle types. The displacement 
cross-section for incident particle with the kinetic energy 
Ep is calculated as follows: 

 

max
i

i

d

T

d p i p i i D i
i E

(E ) (d (E ,T ) / dT ) N (T )dT     (1) 

where dσi/dTi is the recoil atom energy distribution for i-
th reaction; ND(Ti) is the number of Frenkel pairs 
produced by the primary knock-on atom (PKA) with the 
kinetic energy Ti, Ti

max is the maximal kinetic energy of 
the PKA in i-th reaction; Ed is the effective threshold 
displacement energy of material. 

Estimating the Number of Stable Defects  
The number of stable displacements ND can be 

calculated using different approaches with varying 
degrees of complexity of code implementation and 
accuracy of predictions.  

The NRT displacement model [1] remains popular in 
spite of well known shortcomings such as neglecting of 
an athermal recombination and the use of isotropic 
displacement energy [2]. The model in more general form 
[3] is implemented in NJOY [4], LAHET [5], MCNP [6] 
and other codes, which maintains its popularity for 
applications. According to the model the number of stable 
defects produced by the ion with the kinetic energy TPKA 
is equal to 

 NNRT(TPKA)=(0.8/2Ed)Tdam(TPKA), (2) 

where Tdam is the energy transferred to lattice atoms 
reduced by the losses for electronic stopping of atoms in 
displacement cascade.  

The measure of deviations of the ND number obtained 
experimentally or theoretically from one predicted by 
NRT is quantified as “defect production efficiency”  

 =ND(TPKA)/NNRT(TPKA), (3) 

The NRT model has “internal” limitations like for the 
maximal kinetic energy of PKA [1,7]. Predicted NNRT 
numbers differs with some exceptions from the measured 
values for neutron irradiation in reactors [8,9] as for high 
energy protons [8], and results of molecular dynamics 
(MD) simulations. For example, the typical  value 
obtained using MD for iron and nickel at Tdam below 100 
eV exceeds one, and is about 0.3 at 10 -100 keV [2].  

The binary collision approximation model (BCA) is 
a popular method for the simulation of ion interactions 
with materials, which should be used with care for the 
estimation of realistic number of stable defects produced 
under irradiation.  

An attempt to reproduce results of MD simulations by a 
proper choice of BCA parameters leads in many cases to 
an uncertainty of predictions at ion energies outside MD 
modelling [8,9]. The recent evaluation of popular BCA 
code SRIM [10] stated the problem of the calculation of 
correct number of stable displacements “in any absolute 
sense” [11]. 

One of advantages of BCA is the relative simplicity of 
the direct implementation in codes for the simulation of 
the particle transport using the Monte Carlo method.  

The molecular dynamics simulation is the most 
adequate method to get realistic number of stable defects 
produced in irradiated materials. 

The electronic losses and interatomic potential are still 
crucial points concerning the reliability of simulations. At 
least for iron and copper the total number of stable 
displacements calculated using MD with modern 
interatomic potentials are in agreement with experimental 
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data [2,8]. However, the fraction of defects in clusters 
calculated using different potentials varies significantly 
[2]. 

The number of works relating to MD simulations is 
definitely large and only a limited part concerns the 
information on stable displacements in materials relevant 
to the present report. The following works presenting 
calculated ND values for different materials are to be 
mentioned, for metals: Al [12-14], Ti [13], V [15-17], Fe 
[18-24], Ni [13,14,25-27], Cu [13,14,28-33], Zr 
[13,30,34,35], Mo [36], W [15,28,37,38], Pt [14], Au 
[14], alloys: Fe-Cr [22,39,40], Fe-Cr-C [41], Ni3Al [13], 
Ni-Fe [25], Cu-Au [42], U-Mo [43], semiconductors: Si 
[14,44], Ge [14], GaN [45], carbides: SiC [46,47], Fe3C 
[48], WC [49], oxides: MgO [50], UO2 [51], spinels: 
MgAl2O4 [52], MgGa2O4 [52], MgIn2O4 [52], and 
zirconolite, CaZrTi2O7 [53]. Other important papers 
concerning materials discussed can be found in reference 
sections of corresponding publications. 

Apparently, the range of MD application is limited by 
ion energies, where energetic losses are properly treated. 
Ref.[54] presents a brief discussion. With an exception of 
Ref.[19] where the maximal energy of simulation for iron, 
EMD is equal to 200 keV and the corresponding PKA 
energy about 425.5 keV, other works have focused on 
simulations with EMD energies up to several tens of keV.  

The ND values obtained in MD simulations demonstrate 
rather weak temperature dependence [11]. In general, ND 
decreases with the increase of temperature [18,29]; 
whereas the comparison some results, for example, for 
copper in Ref.[28] at 10K Ref. and Ref.[29] at 300 K does 
not show any significant difference. 

The modelling using MD is complicate enough and 
restricted by the ion-energies to be directly implemented 
in high energy particle codes.  

The ND values obtained in Refs.[12-53] and 
experimental data [8,55-58] can be applied for evaluation 
of the radiation damage in materials after an extrapolation 
of MD results to the range of higher energies of PKA. 

Extrapolation of MD results to higher energies 
outside the range of simulations is necessary to estimate 
radiation damage rate of materials irradiated with 
intermediate and high energy particles in different units. 

The simple solution is to use a “constant efficiency” 
approximation, where the  value at the maximal energy 
of MD simulation EMD

(max) is used for all energies above 
EMD

(max).The approximation was applied in Ref.[28] for 
the analysis of the damage production in Cu and W 
irradiated with 1.1 and 1.94 GeV protons [57]. 

Recently proposed alternative to the NRT formula 
[2,59] also assumes the constant efficiency at high PKA 
energies. An athermal recombination corrected 
displacement damage (arc-dpa) [2,59] is calculated with 
the following efficiency value  

 = (1-c) (2Ed/0.8)b Eb + c, (3) 

where “b” and “c” are parameters, “c” corresponds to the 
saturation at high energies [2], and it supposed that b < 0. 

The approximation seems reasonable up to rather high 
energies of PKA, where deviations from measured data 
[58] are established [9].  

The other way to get the number of stable defects at 
high PKA energies is the modelling using combined 
BCA-MD method [60,61]. 

The BCA-MD simul ation seems to be an effective 
approach for the evaluation of the number of defects 
produced in materials under the irradiation with 
intermediate and high energy particles. 

The idea is to perform BCA simulations for atomic 
collisions caused by all PKAs produced in the nuclear 
reaction up to a certain “critical” energy of ions. Below 
this energy, which is usually taken equal to 30-60 keV 
[9], the BCA modelling is stopped and the number of 
defects is estimated according to results of MD 
simulations.  

Figure 1 shows the example of combined BCA-MD 
modelling. Other examples and details can be found in 
Refs.[9,60-64]. 

As well as the “pure” BCA” model, the combined 
BCA-MD method is rather easily implemented in Monte 
Carlo particle transport codes.  
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Figure 1: The  values the O+Fe irradiation. 

Kinetic Monte Carlo (KMC) [65] is the method for the 
simulation of the long-term defect evolution. While the 
MD technique provides the information about atomistic 
processes up to nanoseconds, the KMC method is able to 
track the cascade damage up to seconds [28,66] and hours 
[67]. In the KMC method the primary defects such as 
individual point defects, clusters, and impurities are 
considered as “objects”, which evolution is tracked over 
time [65]. Various approaches in KMC modelling like 
object KMC, event KMC, and atomic KMC differ in the 
details of simulation, description of object interaction and 
treatment of time scales [65,66].  

It may seem reasonable to apply for the evaluation of 
radiation damage the ND values predicted by KMC, as it 
is done, for example, for iron in Ref.[67], and not ones 
estimated with MD or BCA-MD simulations. At the same 
time, the uncertainties concerning KMC simulations make 
the direct use of KMC results rather premature [68]. 
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Calculation of Recoil Energy Distributions  
The calculation of recoil energy distributions in nuclear 

reactions is another integral part of displacement cross-
section computations.  

The dσ/dT values can be obtained using an information 
from evaluated data files such as ENDF/B or calculated 
using theoretical models suitable for the description of 
elastic and non-elastic interaction of primary particles 
with material.  

Figure 2 shows an example of dσ/dT values calculated 
using various nuclear models [6,69] for non-elastic 
interactions of 1 GeV protons with 56Fe. The difference in 
corresponding d values calculated using the NRT model 
is illustrated in Fig. 3. Other examples of energy recoil 
distributions calculated using evaluated data libraries and 
nuclear model codes can be found in Ref.[70]. 
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Figure 2: Example of calculated d/dT values. 

The difference in calculated recoil energy distributions 
using various models leads to statistically different results 
of d cross-section. In this case the evaluated value of 
displacement cross-section is calculated as a weighted 
sum of results obtained using different models [60,61]. 
Weights reflect the “quality” of corresponding nuclear 
models in describing experimental data relevant to the 
task and can be calculated as inverse values of deviation 
factors, discussed e.g. in Ref.[71].  

Modelling ing igh nergy Particle Transport 

Three general approaches can be used for improved 
calculations of radiation damage rate using particle 
transport codes. In the first approach the simulation of 
nuclear and atomic interactions with primary particles are 
supplemented by direct BCA or BCA-MD modelling. An 
advantage of the method is complete sequential 
simulation of damage production during the irradiation. 
Problems concern the possible use of experimental 
information for defect production and the computational 
time. In most cases, the approach has no advantage over 
less time-consuming methods discussed below.  

The next approach uses ND values calculated using 
BCA-MD(+KMC) and corrected applying available 

experimental data. The  obtained in a parameterized 
form or pointwise is used for all PKAs generated after 
elastic and non-elastic interactions of particles with 
atoms. The approach is implemented in MARS15 [72], 
FLUKA [73], and PHITS [74] codes. For light targets, it 
seems reasonable to use individual  values for PKAs 
with different Z and A produced in nuclear reactions.  
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Figure 3: Example of calculated d values. 

The third approach applies evaluated atomic 
displacement cross-sections. It is the most flexible way to 
use available experimental data for defect production and 
to apply advanced nuclear models for calculation of recoil 
energy distributions and systematics data.  

Recently displacement cross-sections were evaluated 
for neutron and proton interactions with Al, Ti, V, Cr, Fe, 
Ni, Cu, Zr, and W at incident energies from 105 eV to 3 
GeV [75]. The evaluated data can be supplemented by 
estimated covariance matrices relating to uncertainties of 
applied model parameters [76].  

GAS PRODUCTION 
A reliable estimation of gas production rate in nuclear 

reactions is performed either by using well tested nuclear 
models describing the emission of light fragments in 
nuclear reactions, or by using evaluated data properly 
combining available measured and systematics data with 
results of model calculations with optimized parameters.  

The progress in the accuracy of gas production cross-
sections calculations at intermediate and high energies of 
primary particles is primarily associated with the constant 
development and improvement of computational methods 
implemented in MARS15 [72], CEM03 [77], Geant4 
[78], FLUKA [73] , INCL4 [79], and CASCADE [69,80] 
codes. At incident nucleon energies below 100-200 MeV 
an important role plays the development of models 
implemented in TALYS [81,82] and EMPIRE [83] codes. 
Illustrations of the difference in gas production cross 
sections calculated using different models can be found in 
Ref.[70]. 

The use of evaluated H- and He-isotopes production 
cross-sections is the most flexible and reliable way to get 
gas production rates under irradiation. As a rule, the 
cross-section evaluation procedure comprises an analysis 
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of measurements, calculations using nuclear models 
relevant for specific energy ranges, and the proper 
statistical combination of theoretical and experimental 
data, taking into account calculated and experimental 
uncertainties. 

Recently, proton-, deuteron-, triton-, 3He-, and 4He- 
production cross-sections for neutron and proton induced 
reactions were evaluated for Al, Cr, Fe, Ni, W [75], and 
Ti [84] at incident energies from 105 eV to 3 GeV.  

Even if no experimental data are available for the 
investigated target, the calculated H and He-isotope 
production cross sections can be corrected using 
“reference data for gas production cross-sections“ 
obtained in Ref.[85]. The data [85] concern information 
on proton, deuteron, triton, 3He, and 4He production 
cross-sections for 278 stable target nuclei from Li to B at  
fixed incident proton energies 62, 90, 150, 600, 800, and 
1200 MeV. To obtain such data [85], the atomic mass 
dependence of corresponding cross sections was 
evaluated using available experimental data and results of 
calculations using different nuclear models, in contrast to 
the usual evaluation of the energy dependence of cross 
sections for investigated reactions. 

CONCLUSION 
The methods for the calculation of the number of stable 

defects, ND in irradiated materials, the NRT model, the 
BCA model, the simulations using MD, and KMC are 
briefly discussed. In most cases, the calculation of 
radiation damage rate in materials requires the 
information on ND values at the energies outside MD 
simulations. The use of combined BCA-MD method for 
the estimation of ND at such energies is promising.  

Various approaches including the use of evaluated data 
files for reliable assessment of radiation damage and gas 
production rates are discussed. 
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Abstract 
Collimators for last-generation particle accelerators like 

the LHC, must be designed to withstand the close 
interaction with intense and energetic particle beams, 
safely operating over an extended range of temperatures 
in harsh environments, while minimizing the perturbing 
effects, such as instabilities induced by RF impedance, on 
the circulating beam. The choice of materials for 
collimator active components is of paramount importance 
to meet these requirements, which are to become even 
more demanding with the increase of machine 
performances expected in future upgrades, such as the 
High Luminosity LHC (HL-LHC). Consequently, a far-
reaching R&D program has been launched to develop 
novel materials with excellent thermal shock resistance 
and high thermal and electrical conductivity, replacing or 
complementing materials used for present collimators. 
Molybdenum Carbide - Graphite and Copper-Diamond 
composites have been so far identified as the most 
promising materials. The manufacturing methods, 
properties and application potential of these composites 
will be reviewed along with the experimental program 
which is to test their viability when exposed to high 
intensity particle beams.  

INTRODUCTION 
The introduction in recent years of new, extremely 

energetic particle accelerators such as the Large Hadron 
Collider (LHC) [1] brought about the need for advanced 
cleaning and protection systems, such as collimators, in 
order to safely increase the energy and intensity of 
particle beams to unprecedented levels. LHC collimators 
must adopt materials able to withstand the extreme 
conditions (temperatures, pressures and densities) induced 
by the accidental impact of particle beam pulses; on top 
of outstanding thermal shock resistance, these materials 
are typically required a number of additional relevant 
properties, such as high electrical conductivity, 
geometrical stability and resistance to radiation damage. 
These requirements are set to become even more 
compelling in consideration of the High-Luminosity 
upgrade of the LHC (HL-LHC) [2], expected to increase 
by a factor of two beam intensity and energy: Carbon-

Carbon (C-C) composites used for primary and secondary 
collimators may limit the accelerator performance as a 
result of the high impedance induced by C-C low 
electrical conductivity, while the Tungsten alloy 
(Inermet180) used in tertiary collimators has very low 
robustness in case of beam impacts.  

To face these challenges, an intense R&D program has 
been launched at CERN in recent years to explore or 
develop a palette of novel materials which are to combine 
the excellent properties of graphite or diamond, 
specifically their low density, high thermal conductivity, 
low thermal expansion, with those of metals and 
transition metal-based ceramics possessing high 
mechanical strength and good electrical conductivity. 
This article presents the most promising materials 
identified so far, namely Molybdenum Carbide - Graphite 
(MoGr) and Copper-Diamond (CuCD).   

MOLYBDENUM CARBIDE - GRAPHITE 
Pure molybdenum possesses very high melting point, 

low Coefficient of Thermal Expansion (CTE) and 
excellent mechanical strength and electrical conductivity, 
while graphitic materials feature low density, extremely 
high service temperature, large damping properties 
(particularly useful in attenuating shock waves) and, if 
graphite crystallite ordering is sufficiently extended (high 
graphitization degree), excellent thermal conductivity and 
very low CTE, at least in the direction aligned with 
graphite basal plane. At high temperatures, molybdenum 
rapidly reacts with carbon, forming stable carbides 
(MoC1-x) which, in spite of their ceramic nataure, retain a 
good electrical conductivity; in this respect, MoGr is 
therefore a  ceramic-matrix composite. Several MoGr 
grades, in the frame of a collaboration between CERN 
and italian SME BrevettiBizz, were investigated, with 
processing temperatures ranging from 1700º C to 2600º C 
[3]. 

A broad range of compositions, powder types and 
dimensions were tested: the best results so far were 
obtained for a sintering temperature of 2600º C. The C-
phase can be composed of natural graphite flakes or by a 
mixture of natural graphite and mesophase pitch-based 
carbon fibres (Fig. 1).  
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Figure 1: Micrograph of a pitch-derived carbon fiber. 

The material is produced by Liquid-Phase Sintering 
(LPS) at a temperature above the melting point of 
molybdenum carbide (2589° C); the final result is a very 
homogeneous structure with a regular distribution of 
carbide particles and a high degree of graphitization of the 
carbonaceous phase. 

To favour liquid carbide infiltration and material 
compaction rate, a significant quantity of molten carbides 
is allowed to flow out of the moulds during LPS, so that 
the final density of the material is reduced to ~2.5 g cm-3; 
thanks to the extensive graphitization process occurring 
during high temperature sintering, very likely catalysed 
by the carbide liquid phase, MoGr possesses in the 
preferential direction, an electrical conductivity of ~1 
MSm-1, one order of magnitude higher than the Carbon-
Carbon composite used in Phase I collimator. This 
property can be further increased up to 18 MSm-1 by 
cladding or coating the external surface with pure 
molybdenum; excellent adhesion was obtained between 
Mo layer and bulk material thanks to the formation of a 
homogeneous carbide interface (Fig. 2).  

Electromagnetic simulations were performed to 
evaluate the effects on beam impedance when, on a LHC 
secondary collimator jaw, C-C is replaced with Mo-
coated MoGr. The results showed a reduction by a factor 
of 10 in the collimator impedance for frequencies over 10 
MHz [4] (Fig. 3). 

  

Figure 2: MoGr sintered plate, H=25mm and D=90mm 
(left); Mo-coated MoGr specimen (right). 

On top of low density and good electrical conductivity, 
MoGr presents outstanding thermal properties: the 
thermal conductivity at room temperature (RT) is ~770 
Wm-1K-1 (Fig. 4), almost twice that of pure copper while 

CTE in the preferential plane is 1.8x10-6 K-1 for 
temperatures spanning from RT to 2000 °C. 

 

 

Figure 3: Collimator beam impedance: ratio of a Mo-
coated MoGr to a C-C jaw. 

Relevant reference properties of MoGr are provided in 
Table 1. 

 

Figure 4: Thermal conductivity, diffusivity and specific 
heat of MoGr between RT and 1800º C. 

Table 1: MoGr Properties 

Density 2.5 g/cm3 

CTE

 (RT to 1000° C) 1.8x10

-6
K

-1
 

CTE
//

 (RT to 1000° C) 12x10
-6

K
-1

 

Thermal conductivity

 (RT) 770 Wm-1K-1 

Thermal conductivity
//

 (RT) 85 Wm-1K-1 

Electrical conductivity

 (RT) 1÷18 MSm-1 

Electrical conductivity
//

 (RT) 0.3 MSm-1 

Young’s Modulus E (Flexural) 53 GPa 

Ultimate Strength Rm (Flexural)  85 MPa 

COPPER-DIAMOND 
Copper-Diamon is produced by RHP Technology 

(Austria) by Solid-State Sintering; the initial volumetric 
composition is 60% diamond, 39% copper and 1% boron. 
A higher content in diamond would not allow a good 
material compaction, which is also pursued by making 
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use of diamonds of various sizes, in order to optimize the 
filling of the interstitials. Unlike MoGr, the main issue for 
the material adhesion is the low chemical affinity between 
the two main elements, which leads to a lack of bonding 
between copper and diamond: this would jeopardize not 
only mechanical strength, but also thermal conductivity. 
Boron is added to offset such limitation, since this 
element promotes the formation of carbides at the 
diamond/copper interface, improving material internal 
bonding (Fig. 5). 

  
Figure 5: CuCD specimens (left); micrograph of CuCD 
fracture surface: note small B carbide platelet bridging 
diamond grain to Cu matrix (right). 

CuCD possesses very good thermal and electrical 
conductivity (Table 2). However, density and CTE are 
higher than MoGr, and the industrialization of the 
material is difficult: while thin samples of constant 
section can be produced via water-jet cutting (Fig. 6), 
more complicated shapes with precise tolerances are 
extremely difficult and expensive to machine. 

 

Figure 6: CuCD samples after water-jet cutting; marks in 
the water flow direction and porosity are clearly visible. 

Table 2: CuCD Properties 

Density 5.4 g/cm3 

CTE (RT to 900° C) 6÷12x10
-6

K
-1

 

Thermal Conductivity (RT) 490 Wm-1K-1 

Electrical Conductivity  (RT) 12.6 MSm-1 

Young’s Modulus E (Flexural) 220 GPa 

Ultimate Strength Rm (Flexural)  70 MPa 

FIGURES OF MERIT 
In order to classify and rank potential materials against 

the large number of requirements which are defined for 
beam interacting devices in general and collimators in 

particular, Figures of Merit (FoMs) were proposed in the 
past [5, 6]. In this paper, we partly redefine FoMs on the 
basis of the experience gathered in the last years, 
exploiting the data acquired during two characterization 
campaigns launched in 2012 at CERN HiRadMat facility 
[7, 8]. The new indexes rely on constant, uniform 
material properties at an arbitrary reference temperature; 
for anisotropic materials, relevant properties are averaged 
over the 3 directions. The most relevant figures of merit 
are: 
 Thermomechanical Robustness 
 Thermal Stability 
 Electrical Conductivity 
 Radiation Resistance 

Thermomechanical Robustness 
An index, called Thermomechanical Robustness Index 

(TRI), is proposed to evaluate the material robustness 
against particle beam impacts. This index is based on the 
ratio between material admissible strain and actual strain: 
in fact, thermal shock problems are to a large extent 
governed by the thermal deformation induced by a sudden 
temperature change. 

m

q

m

ref

adm

T
TTRI )1( 






 (1) 

adm and ref are respectively the admissible strain and the 
actual strain induced by a reference beam impact; Tm is 
the melting (or degradation) temperature; Tq is the 
temperature increase generated by the reference energy 
deposition; m is a coefficient related to the material loss 
of strength with temperature increase. These quantities 
are expressed by Equations (2), (3) and (4). 

)1( 





E
RM

Adm  (2) 

qref T    (3) 

gp

n
R

q Xc
CT 

  ത is the (averaged) Young’s modulus,  the Poisson’sܧ (4)  
ratio, ߙത the (averaged) CTE, cp the specific heat, Xg the 
geometric radiation length, CR an arbitrary scaling factor 
and n a constant related to the energy distribution 
generated by the impact. 
Equation (4) implies that the energy deposited by a given 
number of particles, and therefore the material 
temperature increase, is related to the material density and 
to the geometric radiation length; we have empirically 
observed that the coefficient n for materials impacted by 
protons at several hundreds GeV is ~0.2.  
Combining (1), (2), (3) and (4), the TRI can be written as: 

m
n

R

gpm
n

R

gpM

C
XcT

CE
XcR

TRI )1(
)1(







 (5) 

Thermal Stability 
The Thermal Stability Index (TSI) provides an 

indication of the ability of the material to maintain the 
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geometrical stability of the component under steady-state 
particle losses. It is related to the inverse of the curvature 
of an elongated structure induced by a non-uniform 
temperature distribution, and is calculated with Equation 
(6). Here ̅ߣ is the (averaged) thermal conductivity and ܥௌ 
a scaling factor. 

n
S

g

C
X

TSI



   (6) 

Electrical Conductivity 
Since collimators are the accelerator devices sitting 

closest to the circulating beam, their contribution to the 
machine global impedance is by far the highest. The part 
of the beam coupling impedance related to the resistive 
losses in the material surrounding the beam, the so-called 
resistive wall impedance, is directly related to the material 
electrical resistivity. Therefore maximizing the electrical 
conductivity of the jaw materials can play a major role in 
minimizing the risk of impedance-induced beam 
instabilities. 

Radiation Resistance 
Irradiation of materials by energetic particles causes 

microstructural defects which translate into a degradation 
of the thermo-physical properties. Radiation resistance is 
defined as the ability of the material to maintain its 
properties under and after irradiation. Several tests are 
being performed in various facilities (GSI, Kurchatov 
Institute, BNL) in order to evaluate the radiation 
resistance of the materials of interest at energies up to 
1.14 GeV. First results for MoGr and CuCD should soon 
become available. 

A summary of the first 3 FoMs for MoGr and CuCD 
compared to those of present collimator materials is 
provided in Table 3. As it can be seen, while C-C is 
penalized by its limited electrical conductivity in spite of 
its outstanding TRI, MoGr shows the best compromise as 
far as these 3 indexes are concerned. 

Table 3: Relevant Figures of Merits for A Selection of 

 C-C Inermet180 MoGr CuCD 

TRI [-] 1237 0.5 634 6.8 
TSI [-] 44.6 0.1 69.4 9.9 

MS/m] ~0.14 8.6 ~1÷18 ~12.6 

HIRADMAT EXPERIMENTS 
After the first experiments performed at HiRadMat 

facility in 2012, CuCD and MoGr emerged as the 
materials which better survived the impact of 1.95x1013 
protons at 450 GeV. The design of a new secondary 
collimator for the HL-LHC upgrade (TCSPM) has 
therefore been based on these two novel materials [9]. 

The proposed modular design allows to house in the 
collimator jaw both CuCD and MoGr inserts; for 
manufacturing reasons, the 1 m-long active jaw is divided 
in 10 separate composite blocks (Fig. 7).   

   The jaw assembly is clamped, to guarantee the contact 
force required for an effective cooling while assuring the 
possibility of differential sliding between components 
with mismatching CTE (Fig. 8). 

 

Figure 7: HL-LHC secondary collimator (TCSPM), 3D 
view of the jaw extremity. 

 

Figure 8: Jaw cross-section, view of the clamping system. 

In order to test the collimator resistance against particle 
beam impacts at HL-LHC intensities and to select the best 
material for a prototype to be successively installed in the 
LHC, a new experiment in the HiRadMat facility is 
planned for late spring 2015. The experiment, named 
HRMT23, will consist of a stainless steel vacuum tank 
hosting three independent collimator jaws sharing the 
same supporting system (Fig. 9). 

 

Figure 9: HRMT23 test bench. 

Present and Future Collimator Materials 
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The jaws to be tested are two TCSPM, with MoGr and 
CuCD inserts respectively, and a TCSP. Each jaw will be 
independently impacted by a number of particle pulses 
with increasing intensities up to the maximum available at 
the time of the experiment, the design case being that of 
HL-LHC beam injection error scenario (6.4x1013 
protons). Simulations are being performed to evaluate the 
response of the different jaws to this impact scenario 
(Figs. 10-11). 

 

Figure 10: CuCD jaw impacted by 6.4x1013 protons, 
temperature distribution. The red region is above melting 
point. 

 
Figure 11: MoGr jaw impacted by 6.4x1013 protons, 
temperature distribution. The temperature peak is on the 
Glidcop tapering. No melting of MoGr inserts is 
expected. 

The experiment instrumentation will allow to 
characterize in real time the component response during 
the impact and will likely include resistive strain gauges, 
temperature, displacement and vacuum probes, 
microphones and water pressure sensors. The most 
delicate instruments, such as high-speed camera and 
laser-Doppler vibrometer, will be positioned in a 
radiation-protected bunker in the tunnel TT40, parallel to 
the HiRadMat beam line. 

CONCLUSIONS 
In the frame of the future High Luminosity upgrade of 

the LHC, a novel class of materials combining carbon 
allotropes, graphite or diamond, with metals or transition 
metal-based ceramics has been investigated at CERN and 
collaborating institutes and industries in recent years. 
Amongst the several materials which were studied, the 
most interesting results have been reached with 
Molybdenum Carbide – Graphite (MoGr) and Copper-
Diamond (CuCD). The former is obtained by rapid hot 
pressing up to temperature of 2600° C in the presence of a 
liquid phase. The high temperature reaction between 

molybdenum and graphite promotes the complete 
transformation of molybdenum in refractory MoC1-x while 
liquid carbides catalyse and enhance carbon re-ordering 
and graphitization; mesophase pitch-derived carbon fibres 
can also be added to further increase graphitization and 
mechanical strength. This leads to outstanding thermo-
physical properties, with thermal conductivity in the 
vicinity of 800 Wm-1K-1 and CTE in the range of 1÷2 x 
10-6 K-1.  

CuCD, obtained by solid-state hot pressing, is 
particularly attractive for its high electrical conductivity, 
although the limited melting point somehow limits its 
robustness against high energy beam impacts. 

A new set of figures of merit has been proposed, on the 
basis of the experience gathered with recent HiRadMat 
experiments, to compare and rank materials for beam 
interacting devices in general and collimators in 
particular. 

A new experiment allowing to test under direct beam 
impact three independent collimator jaws is planned at 
CERN HiRadMat facility for late spring 2015; two of 
these jaws, based on a new design for the future HL-LHC 
Collimators, make use of MoGr and CuCD. The 
experiment is also aimed at validating material and design 
for a full-scale HL-LHC prototype to be later installed in 
the LHC for machine development tests. 
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WG-A SUMMARY 
J. Holmes, SNS, U.S.A. 

Y-H. Chin, KEK, Tsukuba, Japan 
S. Machida, STFC RAL, Didcot, U.K. 

Abstract 
WG-A took three main themes this year, short term beam 

loss, instability and space charge and long term beam loss. 
In the following, three conveners will summarise each 
theme. 

BACKGROUND 
At this workshop, working groups were asked to 

consider the following general questions: 
� Is it possible to understand the beam losses in detail 

and to predict them? 
� What really has to be provided by simulation and 

diagnostics to make this possible? 
� What seems actually feasible/has been delivered? 
� If a detailed understanding of losses would be 

possible, how would it affect 
operation/tuning/hardware improvements? 

� How important is a detailed understanding for 
decreasing/limiting the beam losses? 
 

Working Group A was tasked with the topics of Beam 
Dynamics in Rings. We broke the discussion for rings 
down into three specific areas: 
� Short-tem beam loss – Beam loss in short cycling 

rings. 
� Instability and space charge. 
� Long-term beam loss – Beam loss in long cycling 

rings. 
 
Our consideration of the general questions led us to pose 

specific questions for each of the three areas: 

Beam loss in fast cycling rings 
� Are single particle resonances important? If so, to 

what order do these need to be taken into account? 
� Is the beam loss due to coherent (excluding instability) 

or incoherent phenomena? 
� What techniques can be used to mitigate beam loss 

mechanisms that are independent of intensity? How 
will such losses be detected? 

Instability and space charge 
� Do we have a reasonable model of instability 

including space charge effects? What are the concerns 
– Emittance growth? Beam loss? Other? 

� Can we separate pure space charge problems from 
impedance related instabilities (incl. electron clouds) 
in observation? 

� How important is it to include space charge effects 
when we design mitigation methods? 

Beam loss in long cycling rings 
� Can we define dynamic aperture concept with space 

charge? Is it a right way to understand long-term beam 
loss? 

� Is it possible to identify the source of beam loss; 
instability with slow growth rate or resonance coupled 
with space charge? 

� To what energy range must we consider direct space 
charge effects? 

BEAM LOSS IN SHORT CYCLING RINGS 
BY J. HOLMES 

Presentations included:  
• R. Macek, LANL, “Understanding Beam Losses in 

High Intensity Proton Accumulator Rings”. 
• K. Seiya, FNAL, “The Status of the Proton 

Improvement Plan (PIP) at Fermilab Booster”. 
• C. Warsop, RAL, “High Intensity Loss Mechanisms 

on the ISI Rapid Cycling Synchrotron”. 
 

Presentations included from other sessions that had a 
direct bearing on this topic included: 
• H. Hotchi, JAEA/J-PARC, “Lessons from 1 MW 

Proton RCS Beam Tuning”, Plenary session. 
• I. Hofmann, GSI, “Grid Noise and Entropy Growth in 

PIC Codes”, WG-B with A/C. 
• M. Blaskiewicz, BNL, “Instabilities and Space 

Charge”, WG-A – instabilities. 
• V. Kornilov, GSI, “Instability Thresholds of the Head-

Tail Modes in Bumches with Space Charge”, WG-A– 
instabilities. 

• S. Cousineau, ORNL, “Status of Preparations for a 10 
us H-Laser-Assisted Stripping Experiment”, WG-D. 

Response to questions 
Question 1: Are single particle resonances important? If so, 
to what order do these need to be taken into account? 
 
Even in fast cycling rings, low order single particle 
resonances must be avoided. In addition to integer and half-
integer resonances, low (certainly second, third, and 
fourth) order coupling resonances, and especially sum 
resonances, should be avoided in choosing operating 
scenarios. It is important to include the effect of space 
charge on the tune distribution in choice of operating point. 
In addition to avoiding low order resonances, correction of 
the driving terms may be important in certain situations. 
 
Question 2: 
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Is the beam loss due to coherent (excluding instability) or 
incoherent phenomena? 
 
Beam loss in rapid cycling rings can be caused both by 
coherent and incoherent phenomena. Coherent 
phenomena, such as space charge forces, must be 
incorporated when considering beam loss due to 
resonances, a traditionally incoherent process. However, 
for a well-tuned rapid cycling ring in which instabilities are 
avoided or mitigated, effects such as stripper foil scattering 
or collimation provide the dominant losses. Such losses, 
due to the interaction of beam with materials, are statistical 
and incoherent in nature. Other losses in rapid cycling rings 
involve beam capture and extraction. Such losses can also 
be regarded as incoherent, although for high intensity 
beams it may be necessary to include space charge effects 
in a quantitative description. 
 
Question 3: 
What techniques can be used to mitigate beam loss 
mechanisms that are independent of intensity? How will 
such losses be detected? 
 
We assume that, in the statement of question 3, 
mechanisms that are independent of intensity means losses 
that vary linearly with intensity. We expect such losses to 
be caused incoherent processes, such as foil scattering or 
collimation. In the case of foil scattering, beam loss 
monitors show clearly the sections of the accelerator in 
which the losses occur, and radiation surveys during 
maintenance confirm the BLM readings. The best strategy 
for the minimization of beam loss due to foil stripping is 
choice of a painting scheme that minimizes foil hits by the 
circulation beam. Laser stripping is now under study as a 
long range alternative to beam stripper foils, but the 
practical use of this techniques is still likely to be decades 
away. 

Other Thoughts and Observations Regarding 
Beam Loss in Short Cycling Rings 

These are issues that arose during the discussion. 
• Injection foil scattering/excited H0: PSR, SNS, ISIS, 

J-PARC RCS, CERN PSB  
– Understood theoretically and supported by 

simulations 
– Mitigate by painting to reduce foil hits 

• Injected beam capture: FNAL Booster, ISIS, CERN 
PSB 

– Understood theoretically and supported by 
simulations 

– Chop beam (inject into bucket), improve RF 
• Extraction: FNAL Booster 

– Lose 3 of 84 bunches 
– Cogging to create notch 

• Half integer resonance: ISIS, PSR high intensity 
– Understood theoretically and supported by 

simulations: beam broadening 
– Mitigate by sufficient aperture 

• Machine resonances: CERN PSB 

– Understood theoretically including space 
charge? 

– Mitigate by choice of working point, 
compensate with multipoles 

• Collective instabilities: SNS, J-PARC RCS, ISIS 
• ~Equal tune operating point: SNS, J-PARC, CERN 

PSB option 
– Montague resonance understood 

theoretically, complicated in practice 
– In SNS, we live with it 

• Extraction kicker: SNS, J-PARC 
– Long bunches, coasting bunch not bad model 
– Landau damping from chromaticity, 

bunching fixes it in SNS 
• Head-Tail: ISIS 

– Resistive wall, lack theoretical understanding 
– Correct with feedback damping 

• Electron Cloud: PSR, SNS, … 
– Simplified theoretical models and 

simulations 
– Mitigation: coat beam pipe for low SEY, 

solenoids, maintain beam gap, bunch shaping 

INSTABILITY AND SPACE CHARGE    BY 
Y-H. CHIN 

We have been given three questions to discuss on and 
answer during this session: 
 
Question 1: 
Do we have a reasonable model of instability including 
space charge effects?   
What are the concerns - emittance growth? beam loss? 
other? 
 
Simulation-wise, we have reasonably good models, but 
still more effects such as magnet non-linearities need to be 
included. Theory-wise, good progresses have been made, 
but still more works need to be done for reasonable 
predictions of instabilities under strong space-charge 
effects. The beam loss may be more concern than the 
emittance growth in many cases. Often, instabilities result 
in sudden large losses of particles and thus may cause 
intolerable activation of a machine. Unless you stop them 
immediately, possible emittance growth, another side 
effect of the instability, may not matter too much. 
 
Question 2: 
Can we separate purely space charge problem and 
impedance related instability (incl. electron clouds) in 
observation? 
  
If the question is about the resonance creation by the space 
charge effect in phase space and resulting emittance 
growth, the impedance related instabilities are generally 
fast acting (short term) effects, since they may cause 
sudden losses of large amount of particles. On the other 
hand, the space-charge related resonance effects are more 
slowly acting (long term) effects, such as slow growth of 
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emittance. In this regard, it may be possible to separate the 
two effects experimentally. 
 
Question 3: 
How important to include space charge effects when we 
design mitigation methods?  
 
We can somehow expect some benefits from the space 
charge effect on instability mitigation, in particularly, in 
low energy rings (anyway, it is already there for free). But, 
it is hard to predict exactly how much. Setting (or keeping) 
a large chromaticity is a common way to suppress (or 
control) head-tail instabilities (e.g., RCS and MR) to some 
extent. But, it is too risky to give a full rely on them, and it 
may be better to prepare a transverse feed-back system for 
case that you suddenly find it indispensable for stable 
operation of a machine. You can also have a more knob to 
control beam behavior. In fact, the developments of intra-
bunch feedback systems are under way in many rings such 
as LHC, SPS, PS, MR and others. 
 

Comments by the WG-A convener 
At last, but not least, I would like to point out that I was 
very impressed by a variety of enthusiastic works by young 
scientists from Europe, US and Asia (China, mostly), in 
particular, at the last WG-A session on Thursday. Their 
topics include:  
� Microwave instabilities  
� Reactive impedance and synchrotron frequency 
� Controlled RF noise 
� E-p instability 
� Emittance preservation 
� Intra-bunch feedback system 
The time allocated for each talk was modest (15min for 
each), but it gave them great opportunities to present their 
beam-dynamics oriented works to experts around the world 
and to exchange expertise. In my opinion, these beam-
dynamic oriented works do not get a fair share of 
opportunities of oral presentations in large conferences 
such as IPAC. We should keep this tradition in future HB 
workshops. 

BEAM LOSS IN LONG CYCLING RINGS 
BY S. MACHIDA 

Presentations included:  
• S. Gilardoni, CERN, “Long term beam losses in the 

CERN injector chain”. 
• Y. Sato, KEK, “Recent commissioning of high 

intensity proton beams in J-Parc MR”. 
• G. Franchetti, GSI, “Plan of mitigation on long term 

beam loss problems at FAIR accelerators”. 
• E. Benedetto, CERN, “Transverse emittance 

preservation studies for the CERN PSB upgrade”. 
 
Contrary to fast cycling accelerators where intensity is 

not an issue and power is limited by more fundamental 
mechanism like foil scattering, we can see that long cycling 

accelerators still have “conventional problems” although 
advances for the last decade is enormous and we have 
much better understanding and cures. We will list some 
examples of this “conventional problems” below. 
� Injection matching: CERN PS, J-Parc MR 

– Vertical injection error is inevitable in CERN 
PS. It couples with image charge and current. 

– Longitudinal mismatch in J-Parc MR 
enlarges tune spread after injection. 

� Longitudinal bunch manipulation: CERN SPS, J-
Parc MR 
– Need control of voltage for either better 

phase space matching or reduction of beam 
loss later. 

– Better diagnostics (PS tomography in phase 
space) in CERN helps a lot. 

� Transverse feedback: CERN PSB, PS, J-Parc MR 
– Instability along the cycle in PSB. 
– Headtail instability, injection oscillations in 

PS. 
– Kicker impedance in J-Parc MR. 
– All can be cured by transverse feedback. 

� Better understanding of halo generation: CERN PS, 
GSI SIS-18 
– Trapping/scattering mechanism coupled with 

tune modulation was proposed a decade ago. 
– Experimental verification in PS and SIS-18 

in 1-D island. 
– Concept is extended to 2-D island around 

“fixed lines” which agrees experimental 
observation in PS in 2012. 

� Better operating points: CERN PSB, PS, J-Parc MR 
– Better understanding of tune space with 

space charge theoretically and numerically. 
– Equal emittance removes restriction of 

Montague resonance. 
– Reconsidering the strength of resonance lines 

in PS from different view point. 
� Resonance correction with space charge: GSI SIS-

18 
– Compensation of resonance driving term 

(Qx+2Qy=11) without space charge. 
– Correction works with space charge. 
– Compensation is localised so that it does not 

affect tune area outside of the resonance. 
� Recipe of emittance preservation: CERN PSB, PS 

– Choose bare tune such that beam core will 
not be suffered from integer resonance.  
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WG B- Beam Dynamics In High Intensity Linacs 
D. Raparia, BNL, Upton, USA 

 I. Hofmann, GSI Helmholtzzentrum für Schwerionenforschung GmbH, Germany 
Y. He, Chinese Academy of Sciences Institute of Modern Physics, China 

Abstract 
Grid noise and entropy growth, equi-partioning, equi 

tune depression, halo, and losses were a few topics, which 
were discussed thoroughly during parallel session for beam 
dynamics in high intensity linacs (group B). Linac designs 
for the future, under construction, upgrade and the existing 
linacs from around the world were presented in three 
working sessions. 

A total of 17 talks were presented. Three presentations 
are general beam dynamics in nature and twelve talks were 
project specific. One talk was new experimental work on 
the Gabor lens  to neutralize space charge. The detail of 
each contribution can be found in these proceedings. Here 
we report the summary of the discussions and some 
concluding remarks of general interest to all the projects 
presented in the working group. 

 INTRODUCTION 
Beam Dynamics of High Intensity Linacs (working 

group B) had 17 invited/contributed talks and two poster 
presentations.  Unfortunately five participants could not 
attend due to visa problems. Two talks were upgraded from 
the poster session.  
Three talks were presented on tele-conference. The first 
time it took unusually long time to set up, and one of the 
discussion sessions was cancelled. These presentations 
included two on linac beam dynamics, nine on design of 
linacs for specifics projects. Out of them two talks were 
designed to generate discussion and had one two hours 
long discussion session. 

GENERAL BEAM DYNAMICS FOR   
LINACS 

Noll presented his new code BENDER, which allows 
fully self-consistent inclusion of space charge 
compensating electrons. 

Hofmann discussed grid noise and entropy growth in 
PIC code, in particular with TraceWin examples. He found 
in his studies there exists an optimum number of grid cells 
below which grid heating dominates and above collision 
heating.  Secondly, anisotropy effects are in good 
agreement with theory.  

Nghiem proposed new concepts and methods for beam 
analysis, beam loss prediction, beam optimization, beam 
measurement and beam characterization in case of “very 
high intensity beams”.  

Eshraqi proposed a linac design based on equi-tune-
depression instead of equi-partition lattice design for 

linacs. He showed that since linac beams are usually pretty 
spherical choosing an equi-partitioned point  in the linac  is 
very close to having an equi-tune-depressed lattice.  

Other noteworthy results were reported by Yong Liu. 
For J-PARC linac simulations he showed that his non equi-
partitioned lattice is an order of magnitude more sensitive 
to errors than an equi-partitioned lattice. 

For the Gabor lens study partial agreement with 
modelling was achieved, but more work is needed to better 
understand the limitations. 

Groenings work on emittance transfer between 
horizontal/vertical is of interest for linacs as injectors into 
rings with horizontal multi-turn injection. The transfer 
requires stripping and matches with low charge state ion 
linacs as for the FAIR synchrotron. 
    In HB2012, Lagniel raised the question about validity of 
equi-partition theory and lattices in his talk entitled, 
“Equipartition Reality or Swindle”[1], Discussions in 
HB2012 hinted there is more work  (simulations) needed 
to reach  consensus [2].  Since then further simulations 
were published by Hofmann in response to Lagniel’s 
arguments [3]. 

BEAM DYNAMICS DESIGN OF LINACS 
Table 1 gives a brief description of the linacs discussed 

in the WG-B at HB2014.  Two high power linacs, ESS and 
ADS, were optimized for different parameters. The ESS 
linac is optimized for cost by reducing the number of 
cavities and increasing the peak current by 25% and the 
cavity gradient by 11.25% keeping the beam power at 5 
MW. The ADS lattice is optimized for losses by increasing 
the longitudinal acceptance and avoiding the longitudinal 
parametric and transverse structure resonances and 
longitudinal –transverse coupling.   

The J-PARC linac was upgraded to 400 MeV from 181 
MeV, ion source and RFQ were also changed with better 
performing units. They were expecting a signature of intra-
beam-stripping but did not fine any indication of intra-
beam stripping. The SNS linac production tune still does 
not match with modelling in spite of better calibration of 
the measurement devices and modified methods. The linac 
was able to achieve the design goal of 1.4 MW beam 
power. 

DISCUSSIONS SESSION 
In the discussion session following topics were 

discussed: 
� Equi-partition verse equi-tune-depressed lattice 

were discussed: 
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It was not clear, if the equi-tune-depression idea 
has  a real physics basis other than intuition.   

� Non-equipartitioned J-PARC linac lattice is more 
sensitive to error: 
In HB2012 it was reported that intra-beam 
stripping optimized lattices will have 50% more 
emittance growth [3], but no one suspected that 
the error sensitivity would be an order of 
magnitude worse. The suspicion is that due to the 
bigger beam size in intra-beam stripping lattices, 
they sample more nonlinearity of the RF field.  

� Grid noise and entropy growth in PIC codes:           
In the interest of keeping simulation noise at low 
level it is not advisable to go beyond 8-10 grid 
cells in TraceWin or work with less than 105 
particles (error studies). 

� Relations between emittance and halo: 
Several examples were discussed, where these 
two quantities do not depend on each other.  

� Automatic correction for closed orbit and micro-
loss: 
While automated closed orbit correction is 
successfully working in several accelerators, the 

same algorithm should work to reduce losses.  It 
could lead to local minimization, since one cannot 
go very far from the working point with full 
power, which might damage the accelerator 
before finding the minimum. This technique may 
reduce losses but cannot predict a path to upgrade.  
 

� Figure of merit: emittance or losses: 
High power linacs with fixed target are usually 
CW and have their figure of merit as beam loss, 
whereas high intensity linacs as pulsed injectors 
need as figure of merit the emittance. 

 

 REFERENCES 
[1] Jean-Michel Lagniel, “Equipartition, Reality or 
Swindle?”, HB2012 
[2] D. Raparia, P. A. P. Nghiem and Z. Li, “Summary of 
Working group B”, HB2012 
[3] I. Hofmann, “A New Approach to linac resonances and 
equipartition?” http://arxiv.org/abs/1210.7991 

Table 1: LINAC Presented in HB2014 

 Ions RR (Hz), 
PL(ms) 
/CW 

Freq. 
MHz 

C 
mA 

E 
GeV 

P 
MW 

TransSC 
MeV 

Structures Chop. 
Loc. 

ERFQ(MeV) 
LMEBT(m) 

ESS P RR :14  
PL:2.86 

352.2/704 62.5 2.0 5 90 DTL,SSR,EC1,EC2 MEBT E: 2.5 
L: 4 

FRIB P-U CW 40.25/80.5/322 8.4p 0.2 
(/u) 

0.400 0.3 
(/u) 

QWR,HFR - E: 0.3/u 
L: 4.8  

C-ADS P CW 162.5,325/650 10  1.5  15 2.1/3.2 HW09,SSR12,SSR21,
SSR40,EC63,EC82 

- E: 2.1,(3.2) 
L: 2.7 ,4 

C-SNS H- RR: 25  
PL=0.5 

324 20 80  - DTL LEBT E: 3  
L: 0 

T-
Singhua 

P RR: 50 
PL: 0.5 

325 50 13 0.16 - DTL - E: 3 
L: 0 

J-PARC H- RR: 25 
Pl: 0.5 

324/972 50 400  - DTL,ACL MEBT E: 3 
L: 3 

SNS H- RR: 60 
PL: 1  

402/804 38 1  185 DTL,CCL,EC62,EC82 LEBT & 
MEBT 

E: 2.5 
L: 3.64 

IFMIF D+ CW 175 2x125 0.04 2x5 5 HW LEBT E: 5 
L: 9.8 
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WORKING GROUP C SUMMARY: COMPUTATIONAL CHALLENGES,

NEW CONCEPTS, AND NEW PROJECTS

Steven M Lund∗, Facility for Rare Isotope Beams, Michigan State University, USA

Giuliano Franchetti, GSI, Germany

Hiromi Okamoto, Hiroshima University, Japan

Abstract

We summarize workshop discussions held in Working

Group C at the 54th ICFA Advanced Beam Dynamics Work-

shop on High-Intensity, High-Brightness, and High Power

Hadron Beams (HB2014; East Lansing, Michigan) taking

place 10–14, November, 2014. The charge of Working

Group C was to formulate a workshop-oriented agenda

on Computational Challenges, New Concepts, and New

Projects. In this summary, we list topics selected and linked

presentations that were delivered, and summarize discus-

sions held. Only limited attempts are given to summarize

details of individual presentations. Focus is primarily on

recommendations based on material presented both in the

topically grouped talks and in linked workshop discussion

sections immediately following each group of talks.

INTRODUCTION

The charge of Working Group C (WGC) to address Com-

putational Challenges, New Concepts, and New Projects is

very broad to cover adequately in 14 invited presentations

of 25 minutes duration (20 minutes + 5 minutes discussion)

each and approximately 100 minutes of workshop discus-

sion time. Moreover, the potential for the WGC charge to

overlap and conflict with Working Groups A (Beam Dynam-

ics in Rings; WGA) and B (Beam Dynamics in LINACS;

WGB) was significant. In an attempt to focus to a reason-

ably limited agenda to be productive, the conveners tried to

pick workshop-oriented topics to group into four sessions

with 25 minute joint discussion periods held after the top-

ically grouped talks. Care was taken to minimally overlap

with topics taken up in WGA and WGB. Topics likely of

interest in WGA and WGB were organized in the overall

workshop agenda (two parallel sessions) to allow joint ses-

sions. Topical groupings in WGC were as follows:

• First Session, Tuesday morning, Nov. 11th.

Computational: Simulation Infrastructure

New Concepts: Scaled Experiments

• Second Session, Tuesday afternoon, Nov. 11th.

(Combined with WGA,WGB)

New Concepts: Nonlinear Integrable Optics

• Third Session, Wednesday morning, Nov. 12th.

Computational Challenges: Long Path Length Sim-

ulations / Benchmarking

∗ lund@frib.msu.edu

• Fourth Session, Thursday afternoon, Nov. 13th.

(Combined with WGA,WGB)

New Projects: New Projects: ISIS Upgrade, FFAG,

Beam-Beam, Electron Lenses

In the four WGC topical summary sections that follow,

we give titles and speakers of invited presentations deliv-

ered and primarily summarize highlights of 25 minute dis-

cussions held (following each session listed). Discussions

were largely, but not exclusively, stimulated by the talks

within the immediately preceding sessions. Individual talks

can be obtained (provided speakers did not opt out) on the

HB2014 web site [1]. Recommendations given reflect per-

ceptions of the conveners based on discussions held. Ef-

forts were made to be balanced in summary, but limitations

on the conveners backgrounds may result in some of these

being of limited value.

SIMULATION INFRASTRUCTURE AND

SCALED EXPERIMENTS

Framing invited presentations delivered under simulation

infrastructure were [1]:

• Jean-Luc Vay (LBNL), Needs and considerations for

a consortium of accelerator modeling;

• Ji Qiang (LBNL), Development of integrated workflow

for end-to-end modeling of accelerators;

and a single presentation for scaled experiments was [1]:

• Hiromi Okamoto (Hiroshima University), Recent re-

sults from the S-POD trap systems on the stability of

intense Hadron beams.

The talks by J.-L. Vay and J. Qiang were invited to cover

code collaborations and infrastructure issues which could

benefit from community discussion in the workshop. The

talk by H. Okamoto was grouped since it overviews an ex-

perimental alternative to simulation to efficiently model as-

pects of beam physics with a trap experiment.

Consensus appeared strong that the code consortium ini-

tiative (Consortium for Advanced Modeling for Particle Ac-

celerators; CAMPA) reported by J.-L. Vay is a good cause

for community support. If successful, many will bene-

fit in the long term and duplicative efforts will be min-

imized, allowing resources to be more productively em-

ployed to extend and improve the simulation tools. The

goal is to provide reliable tools for accelerator modeling
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from components to full systems. A well motivated strat-

egy of integrating new models without disturbing exist-

ing users/developers is being employed. Increased relia-

bility, leveraged effort/funding, and benefits for more uni-

fied input/output should result from broad acceptance of the

model of integration offered by CAMPA. Preliminary DOE

funding is limited. Initial (through 2015) members include

LBNL, FNAL, and SLAC. Recommendations suggested by

discussion points include:

• Efforts should be expanded beyond the three initial

CAMPA partners as soon as funding allows.

• National laboratories may be the natural host for

CAMPA since it will need consistent long-term sup-

port, but a framework should be adopted to allow

participation by universities, companies, and interna-

tional partners to further leverage effort.

• Previous impressive successes with the Los Alamos

Code Group (LACG) in distributing legacy codes

(POISSON, TRACE, PARMELA, PARMTEQ etc)

should not be neglected. Support of such legacy codes

as well as possibly more advanced tool kit components

could bring many more users and justify more DOE

support. LANL reports that updates of widely used

LACG codes such as PARMELA (rewritten in C++)

are being carried out and will be made available. In-

corporating and leveraging these efforts seems logical.

• Codes for design of optical elements (magnetic and

electric) and RF cavities should also be included in the

effort since they are also central to design activities.

• Issues of ownership, credit, and distribution of funding

will need to be addressed for broad participation.

End-to-end modeling efforts such as those outlined by

J. Qiang with the IMPACT code can help support perfor-

mance claims made for proposed facilities to help justify

funding and put concepts on a firmer foundation. Efforts

like this fit in well with the CAMPA consortium reported

on by J.-L. Vay which also includes the IMPACT code and

LBNL. Benefits can be obtained by self-consistently simu-

lating systems fully within an integrated suite of simulation

tools since many issues can be more efficiently and reliably

evaluated. Questions/comments brought up in discussion

include:

• Rings may prove especially difficult for self-consistent

(including space-charge effects) modeling and injec-

tion of beams into rings via multi-turn stacking and

painting. Such processes open questions as to whether

it is possible, or even necessary, to carry out detailed

upstream modeling in an end-to-end context.

• Even in linear accelerators beam sources and the initial

transport near the source can be extremely challenging

to simulate self-consistently and seamlessly integrat-

ing results may be difficult.

• Initiatives like CAMPA proposed above may provide

long-range hope for achieving this vision.

Some of these issues are also brought up in the section on

Long Path Length Simulations / Benchmarking.

It appears well established with results reported by H.

Okamoto that small Paul-trap based experiments can be

applied to effectively model various scalable processes in

Hadron beams using an analogy between ions confined in

the trap and beam-frame processes in an accelerator. Exper-

iments can be small in scale and inexpensive. Low particle

energies and apparatus field strengths have no potential for

machine damage. These features make such systems ideal

for dedicated physics experiments and student training. Pro-

cesses amenable to scaling such as lattice focusing proper-

ties, halo, and space-charge transport limits induced by res-

onances appear possible to address with these systems. Un-

fortunately, the US programat the PrincetonPlasma Physics

Laboratory exploiting this beam frame analogy with a trap

to investigate space-charge physics recently lost funding —

apparently due to ongoing DOE budget stress in plasma

physics. The remaining US program at the University of

Maryland [2] using low energy electrons in a ring to inves-

tigate scalable physics is considerably larger with different

technical issues. Consensus appeared strong that these ex-

periments are beneficial to our community. It is noted that

even idealized theory and simulations provide useful guid-

ance for machine tuning. Paul trap experiments augment

what is learned from these directions with an experimen-

tal and student training component and can be much faster

(one machine cycle per ms at Hiroshima U. trap) than even

idealized numerical simulations. Rutherford-Appleton Lab

reported (D. Kelliher, short discussion presentation) ongo-

ing plans in a collaboration with Hiroshima U. to construct a

trap experiment similar to the systems reported by H. Oko-

moto. This is welcome news given the demise of the US

program due to funding issues. Recommendations include:

• The broader Hadron accelerator community should be

more active in conveying specific ideas of scalable pro-

cesses that can be probed with trap facilities.

• Diagnostics presently employed (confined charge and

density profile as function of time via dumping) are

very limited. This restricts possibilities to exploit the

traps more fully. If constraints needed for generation

(electron impact ionization and potentially others) can

be addressed, the experiments should become more

useful with more detailed phase-space diagnostics. We

recommend that attention be given to this.

• Paul traps might provide a natural step for laboratory

tests of Nonlinear Integrable Optics (see also the sum-

mary on Nonlinear Integrable Optics) and this should

be examined.

NONLINEAR INTEGRABLE OPTICS

Invited presentations delivered in this section to cover on-

going efforts in Nonlinear Integrable Optics (NIO) were [1]:
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• Sergei Nagaitsev (FNAL), The IOTA ring: present sta-

tus and plans;

• Stephen Webb (Radia-Soft), Chromatic and space

charge effects in nonlinear integrable optics;

• Rami Kishek (U. Maryland/UMER), UMER 2.0:

Adapting the University of Maryland Electron Ring to

explore intermediate space-charge and nonlinear op-

tics for Hadron beam facilities.

The final presentation by R. Kishek on the University of

Maryland Electron Ring (UMER) was also technically a

scaled experiment topic, but covered plans to adapt the

UMER ring to experimentally explore nonlinear integrable

optics by modifying their low energy electron beam ring.

The NIO topic is a natural fit to the workshop given the high

community interest in improved transport promised by this

concept. The session was well attended from other work-

shop working groups.

The workshop discussion/debate following the presenta-

tions on NIO was lively and productive. There appears to be

both enthusiasm and healthy skepticism on aspects of and

promises afforded by NIO. Much work remains to be done

before the concept can be considered as a replacement to

conventional (quadrupole) linear focusing in practical ap-

plications. However, the promise of having significantly di-

minished beam halo generation (from mismatch and other

sources) and better stability properties (from large intrinsic

tune spread) relative to linear focusing, and thereby poten-

tially more compact and cheaper machines is highly signif-

icant. Support appeared high on seeing efforts to develop

NIO progress. Even in the event of a practical failure, ex-

ploring NIO to a definitive conclusion should increase un-

derstanding of beam transport and provide excellent stu-

dent training to support our field. It is worthwhile not-

ing that various laser/plasma acceleration and focusing con-

cepts have received much better funding in the face of sig-

nificantly larger and more difficult confounding technical

issues faced. Even with the significant advances made in

those fields, practical applications such as colliders or even

compact front-ends based on laser/plasma technology are

likely much further from fruition and more expensive to ad-

dress than for the corresponding case with NIO. We should

be doing a better job as a community to support efforts to

bring NIO to a logical conclusion — while remaining mind-

ful of not over-selling consistent with a field building signif-

icant scale facilities that must deliver. Recommendations

include:

• The IOTA ring appears well motivated and the FNAL

team is appropriate to investigate/leverage the concept.

It is unfortunate that this effort appears stalled due to a

lack of funding given that needs are relatively modest.

We endorse efforts to secure funding to complete the

ring so relevant tests can be expeditiously carried out.

• Efforts to adapt the UMER ring to explore aspects of

NIO appear well motivated. This also fits the funda-

mental physics and student training role of the group.

We endorse U. Maryland efforts in this reorientation

of their program.

• Paul traps (see H. Okamoto presentation in section

on Simulation Infrastructure and Scaled Experiments)

with adaptable electric focusing might prove amenable

to economically explore long path length transport as-

pects of NIO. We advocate exploring this more fully.

Given funding issues with IOTA, trap experiments

might provide a more rapid and economical partial

step to explore concept viability.

Constructive criticisms of the ongoing efforts on NIO

that may be addressable within the context of ongoing ef-

forts include:

• Single particle analysis of the dynamic aperture with

applied magnetic fields as likely manufactured and re-

alistic lattice errors should be clearly presented to bet-

ter contrast the idealized situation with linear focus-

ing. This may be easier to analyze than issues being

presented (chromaticity, halo generation, ..) and help

clarify system properties.

• A moment (envelope) level of beam description would

be useful, even if idealized, to better understand beam

matching properties to the nonlinear lattice at finite in-

tensity.

• Halo contrasts of NIO to linear focusing may be hard

to make without matching characterizations to the non-

linear lattice (see above) clarify a consistent basis con-

trast. Halo production results shown may be mislead-

ing given the extreme initialization assumptions made

in the linear focusing case. However, useful results on

halo extents (and apertures needed to contain) in phase-

space are probably obtainable at present and could

be contrasted between NIO and linear focusing in an

“equivalent” focusing and intensity sense to help draw

useful conclusions.

• An engineering survey should be carried out to ex-

plore potential issues with making magnets needed

for NIO lattices including limitations on pole-tip field

strengths. Scaling relative to “equivalent” linear op-

tics incorporating aperture clearances to confine halo

together with magnet technology limits could better

characterize what savings might result if the promises

of NIO on improved transport are realized. This could

better motivate efforts/funding if potential savings are

significant.

LONG PATH LENGTH SIMULATIONS /

BENCHMARKING

Invited presentations delivered to cover long path length

simulations and code benchmarking were [1]:

FRO1AU03 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

450C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Summary Session



• Frank Schmidt (CERN), Code requirements for long

term tracking with space charge;

• Jeffery Holmes (SNS), Status of PY-ORBIT and noise

control in PIC codes;

• Kazuhito Ohmi (KEK), Artificial noise in PIC codes

and consequences on long term tracking;

• Ingo Hofmann (GSI), Grid Noise and Entropy Growth

in PIC Codes.

Here, at the request of WGB, we have included the pre-

sentation by I. Hofmann in WGB within the scope of our

summary discussions since the topic relates to computa-

tional issues taken up in WGC. These individual topics

were selected to continue previous productive workshop dis-

cussions on this long-running and difficult topic [3]. The

emphasis was primarily on rings and the issue of self-

consistent space-charge modeling. However, aspects are

also relevant to linacs and near-source transport.

Presentations on this topic made clear it will likely be a

long struggle to self-consistently incorporate space-charge

effects within realistic models and gain confidence in re-

sults. Much careful work will be required and new or im-

proved simulation methods may prove necessary. Long path

lengths and highly nonlinear models combined with diffi-

cult to resolve numerical convergence issues in statistics

and gridding in many models open considerable challenges.

Even with relatively simple idealized particle-in-cell (PIC)

models, for example, may be difficult to achieve due to “ex-

pensive” scaling in numerical requirements for clear conver-

gence. As F. Schmidt pointed out, benchmarking both in a

code-code (also algorithm-algorithm)and code-experiment

sense will be needed to gain confidence in results. Needs

include analytic results to check simulations against, other

“verified” codes, and reliable experimental data. Recom-

mendations and comments brought out be the presentations

include:

• Benchmarking libraries should be accumulated to aid

sorting out difficult issues. For example, extensions

of efforts like the GSI benchmarking efforts on space-

charge induced trapping [4] would be useful.

• Needs may change with questions asked and space-

charge intensity: particle orbits become nonlinear

when space-charge is included and most reasoning

is based on idealized KV (linear space-charge) beam

models. What is adequate/optimal may change with

the specifics of the problem and understanding ex-

treme limits (even if idealized or not accessible) may

help guide efforts.

• Even though plasmas are an extreme limit (essentially

full space-charge depression), it is possible that our

field can derive benefits from the large body of work on

self-consistent modeling in plasma physics (see also

comments on orbits above).

• It would be useful to see more tests of meth-

ods/algorithms by neutral parties who might compare

strengths and weaknesses of various methods on a con-

sistent basis. Results may change with system param-

eters, model dimension, and questions asked.

• Tests might have better guiding value if kept as simple

as possible till effects and simulation needs are better

understood. Some test cases appear to have multiple ef-

fects with significant impact occurring simultaneously

making it difficult to draw clear conclusions on needs

and limits.

• Can theory (see I. Hoffman presentation) provide guid-

ance on numerical noise properties and the limits im-

posed if test cases are simple enough?

• Are “frozen” models with high detail (see K. Ohmi pre-

sentation) provide a way to bypass present practical dif-

ficulties in numerical convergence to address a variety

of questions in real systems?

One sub-topic debate opened in the workshop is illustra-

tive on challenges involved. Brief discussions session pre-

sentations by H. Zhang (JLAB) and B. Erdelyi (North Illi-

nois U.) suggested intriguing possibilities with employing a

Fast Multipole Method (FMM) to efficiently solve Poisson’s

equation (including structures and boundary conditions in

some manifestations). Such methods open prospects for re-

moving grid effects and simulation noise if fields are ap-

plied directly to the particles. Insofar as physical particle

numbers are used, it was emphasized that collisional effects

would be physical though examples cited appeared to have

relatively low particle numbers. Results presented suggest

advantages of the FMM relative to PIC methods. But the

presentation by J. Holmes appeared contradictory with a

FMM applied to a ring problem appearing unfavorable rela-

tive to a PIC method due, presumably, to numerical capacity

limiting particle number resulting in enhanced collisional

effects. Continued exploration of such issues to a clear con-

clusion might provide long-term benefits even if it must first

be done within idealized contexts. Guidance on where var-

ious methods might prove optimal by a neutral party might

provide significant long-term benefit.

NEW PROJECTS

Invited presentations delivered to cover selected new

projects which did not all within the scope of the other work-

ing groups were:

• Dean Adams (STFC/RAL), Ring Simulation and

Beam Dynamics Studies for ISIS Upgrades 0.5 to 10

MW;

• Suzie Sheehy (RAL), Characterization of a 150 MeV

FFAG;

• Christoph Montag (BNL), Recent results on beam-

beam effects in space charge dominated colliding ion

beams at RHIC;
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• Xiaofeng Gu (BNL), The physics and use of electron

lenses at BNL.

The S. Sheehy presentation was kindly delivered on short

notice to fill in an unexpected opening in the schedule and

may not be archived on the workshop web site [1]. Because

the New Projects component of WGC involves less focused

topics, here we carry out a more conventional summary fol-

lowed by more limited recommendations.

The ISIS upgrade (see D. Adams presentation) is a ma-

jor project in RAL. One option is to increase the injection

energy from 70 MeV to 180 MeV at 8 × 1013 ppp for 0.5

MW operation. A number of studies supporting the upgrade

were carried out using the ORBIT code including transverse

injection painting and foils, resonances, and longitudinal dy-

namics. Resonance issues were studied by analyzing work-

ing points and driving terms. Detailed simulation studies

suggested that losses can be manageable. Another upgrade

scenario to a 2-10 MW RCS ring for a short pulse facility

was reported initiated with both 1D injection/acceleration

and 3D injection studies carried out.

FFAG accelerators will need to accelerate intense beams

to realize their full promise. RAL is evaluating their use

as part of an alternative upgrade path for ISIS. In the pre-

sentation by S. Sheehy, initial activities using a scaling

FFAG associated with measuring and correcting the closed

orbit (which has properties different from conventional syn-

chrotrons) were reported. To investigate space-charge ef-

fects in the complex magnetic geometry and related en-

hancement by a machine tune migration with energy gain,

plans include use of simulation tools in support of the pro-

gram.

Beam-beam issues are reported on in two presentations

from BNL. Potential detrimental space-charge issues have

been a concern in beam-beam and research on the issue

is covered by C. Montag. At BNL, Au collision at 2.5–

10 GeV/nucleon are of concern in RHIC. Results reported

suggest that observed beam decay is not related to space-

charge and an associated change of tune. Diffusion stud-

ies agreed with experimental results from 2010, and helped

set a new working point improving performance in 2014.

The computer model used was relatively simple, yet ade-

quate to identify physics, match previous experimental re-

sults, and guide improvements. Complex hardware needed

to evaluate beam-beam mitigation via electron lenses are be-

ing developed and the status of these efforts were reported

on by X. Gu. Resonances induced by Coulomb forces are

not only induced internally within a beam. In colliders, the

Coulomb force of one beam influences the other beam with

associated resonance effects. Compensation/mitigation of

the beam-beam effect is foreseen via electron lenses to pro-

duce a “counter” space-charge effect. Hardware needs are

considerable. Solenoids with fields up to 6 Tesla are used.

In BNL these lenses are constructed and evaluated for use

in head-on beam-beam compensation. The effect of the

lenses on orbit and tune were measured and found to be

as expected. Future steps will require the use of separate,

dedicated hardware.

In this topical of WGC, the common theme is that up-

grades of existing facilities are reached through detailed

space-charge simulation studies. This requires reliable,

benchmarked codes. Comments/recommendations include:

• ISIS upgrade activities illustrate well the need for ef-

fective benchmarked code tools to explore loss issues

guiding significant facility upgrades.

• Support of FFAG development opens needs for code

extensions to deal with the complex applied fields,

bunch-bunch interactions, and long path length.

• Frozen simulation models (see Sec. Long Path Length

Simulations) may address some facility support issues.

• Beam-Beam space-charge appears not to be playing a

significant role at RHIC. Nevertheless, results suggest

that the facility may be employable in an R&D sense

to develop complex plasma lens technology to address

the issue for parameters where the effect may be more

severe.

• Beyond substantial technical hardware challenges, the

effective use of electron lenses to mitigate space-

charge tune shift needs a careful study to verify that the

lenses will not produce new detrimental resonances

(forces compensated on average) to offset benefits sug-

gested.
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SUMMARY FROM WORKING GROUP F:  

INSTRUMENTATION AND BEAM MATERIAL INTERACTIONS 

R. Dölling, Paul Scherrer Institute, Villigen, Switzerland 
M. Minty#1, Brookhaven National Laboratory, Upton, NY 11973, U.S.A. 

N.V. Mokhov#2, Fermilab, Batavia, IL 60510, U.S.A.  
T. Toyama, High Energy Research Organization (KEK), Tsukuba, Japan 

 

Abstract 
This workshop on High-Intensity, High Brightness and 

High Power Hadron Beams, held in East Lansing, MI and 
hosted by Facility for Rare Isotope Beams (FRIB), 
included a Working Group which combined the topics of 
Instrumentation and Beam Material Interactions.  
Continuing with the HB Workshop series tradition, 
progress, status and future developments of hadron 
accelerators in these subfields were presented and 
discussed.  Leveraging off of experiences from existing 
accelerators including FNAL, IFMIF, JPARC, the LHC, 
RHIC and the SNS, this workshop provided occasion to 
discuss new technical challenges for  beam instrument-
ation and beam material interactions as relevant for future 
high power hadron beam facilities both approved (e.g. 
FRIB, ESS) and in planning (e.g. CADS).  Discussions 
between this and the other working groups during this 
workshop were quite lively as necessitated by the need to 
seriously address strong interdependencies (between beam 
dynamics, technologies, instrumentation and interaction of 
the beams with materials such as targets, beam dumps and 
collimators) in the regime of megawatt beam powers as 
anticipated in approved and future accelerators.   

WG-F ORGANIZATION 

At this HB workshop, the topics of Instrumentation and 
Beam Material Interactions (BMI) were combined into a 
single working group.    Working group F consisted of (1) 
two sessions with nine talks on Instrumentation, (2) one 
joint discussion session with working group A (beam 
dynamics in circular accelerators), (3) one joint discussion 
session with working groups B (beam dynamics in linear 
accelerators), (4) one session including discussion with 
three talks on Beam Material interactions and (5) seven 
posters contributed to the general poster session.   

Since the HB workshop series places strong focus on 
beam dynamics, the selection of talks for WG-F aimed to 
reflect this.  The instrumentation sessions therefore inclu-
ded topics such as beam profile and halo measurements and  

their relevance to beam dynamics analyses and simulations 
as well as comparisons of beam measurements with 
predictions.   

The Beam Material Interactions session included 
presentations on activation and radiation damage / material 
response to high-power beams, thermo-mechanical 
simulations including design tools for targets, collimators 
and beam dumps,  irradiation facilities capable of 
supporting future desired measurements, and novel 
materials for interception of high power beams.  The 
orientation of this working group was therefore quite 
distinct from the IBIC, Linac, Cyclotron or IPAC 
conferences. Selected highlights from the presentations in 
WG-F are summarized below.   

INSTRUMENTATION 

Challenges in existing and future accelerators [1-3]: 
Experiences at the LHC were presented [1] providing vital 
input for the design of instrumentation for future high 
power accelerators (either high in beam current or in beam 
energy, or both). This includes all aspects related to 
avoiding uncontrolled beam losses such as measurements 
of beam loss and halo, sophisticated collimation schemes 
and machine protection systems.  An outstanding chal-
lenge at the LHC pertains to precise measurement of the 
transverse beam emittances of the high brightness beams.  
Wire scanners are used for profile measurements at low 
beam intensities and for cross-calibration of other beam 
size measurements.  These include necessarily non-
invasive measurement devices including ionization profile 
monitors, synchrotron light monitors and transverse 
Schottky measurements.  Under development are 
synchrotron light-based interferometric measurement and, 
as shown in Fig. 1, a novel non-invasive beam-gas vertex 
monitor. Based on concepts used by the LHCb vertex 
detector, this detector will allow measurement of the 
absolute transverse profiles using reconstruction of the 
location of inelastic beam-gas interactions based on  
particle tracking with coincidence detectors [1].   

Multi megawatt accelerators of the future require fast 
beam loss detection (for damage protection) and high 
dynamic range (to avoid activation) which demands the use 

#1 Author on Instrumentation: minty@bnl.gov 
#2 Author on Beam Material Interactions: mokhov@fnal.gov 
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Figure 1.  Novel beam gas vertex monitor being prototyped 
in the LHC for commissioning in 2015 [1].  

of complementary devices to detect errant beams and slow 
losses [2, 3]. In addition, non-invasive beam profile 
measurements, both transverse and longitudinal, are 
needed.  Under consideration for transverse profiling at 
ESS [2] are wire scanners, ionization profile monitors, 
beam-induced fluorescence monitors, electron beam 
scanners and possibly gas jets.  A challenge unique to 
FRIB, shown in simulation in Fig. 2, involves the need to 
monitor and control multi-charge state composite beams in 
regions of high dispersion [3].   

 

Figure 2.  Phase space and physical space for a five-charge-
state beam in the first folding segment with high dispersion 
at FRIB [3].  

Developments in simulations of beam loss [4, 5]: New 
simulation results were presented on the topic of beam 
losses in high intensity linacs.  As applied to IFMIF, a 
“Particle Swarm Optimization” (stochastic optimization 
technique), was utilized to optimize simulated transport of 
high intensity beams through a linac in the presence of 
multiple, operationally-realistic machine errors.  

A "catalogue of detailed losses" was developed using 
simulations for all phases of accelerator operation [6, 7] at 
IFMIF and CADS [8]. Low loss tuning strategies aim to 
use densely placed "micro-loss monitors", such as 
crystalline CVD diamond detectors, capable of detecting 
fractional beam losses of <1E-6.  While acknowledged that 
the simulations are not precise at this level, such 
simulations will be invaluable during commissioning and 
operation of future high power accelerators.  

Developments in simulations of beam loss with 
comparisons between simulation and experiment [9, 10]: 
In preparation for LHC operation with 6.5 TeV beams and 
as partially motivated by recent observations of 
“unidentified falling objects”, very challenging studies 
were presented involving comparison of extensive 
simulations to detailed beam experiments performed to 
determine thresholds for quench-preventing BLM-based 
beam-aborts and for determining BLM thresholds for real 
beam-induced quenches [9].    In the steady-state, quench 
levels were understood within a factor of two while on the 
short time scales of UFO-induced beam losses (0.1-10 ms), 
the comparisons between experiment and simula-tions of 
particle loss are not yet consistent with those from detailed 
electro-thermal analyses [9].  

On the topic of ion-induced beam losses at the LHC [10], 
detailed studies of ion beam losses from collimation 
cleaning were presented.  Standard code (ICOSIM) for 
heavy ion loss map simulation was shown to not explain 
certain features of the measured beam losses.  The agree-
ment between measurement and simulation was signify-
cantly improved, as shown in Fig. 3, using SixTrack with 
ion-equivalent proton rigidities and a very detailed 
simulation of fragmentation [10].  

Beam halo considerations including definition [4, 11]: 
With accelerator designs aiming for increased total 
intensity and/or beam energy, unintentional beam losses 
become even more important as even a very small fraction 
of the total beam can lead to component damage and/or 
practical difficulties related to serviceability of accelerator 
components.  Particles not following the design trajectory 
and/or not having design beam focussing properties may 
eventually contribute to the “beam halo” and cause 
unintended beam loss. 

The sources of beam halo fall into two categories [11]: 
those with unavoidable physical origins (such as space 
charge, beam-gas scattering in an imperfect vacuum) and 
those of practical origin as resulting for example from 
small deviations from design parameters (e.g. errors in 
magnet alignment, parameter mismatches both transverse 
and longitudinal between linear and circular accelerators)  
and consequences of external perturbations including noise 
in power supply currents,  rf cavity voltages, 
environmental factors leading to vibrations in component 
position, etc.  Many diagnostics have been implemented 
world-wide to enable detection of the beam profile over a 
wide dynamic range to include measurement of the beam 
halo.  A broad overview was given in Ref. [11].    

A topic of ongoing discussion concerns how to quantify 
beam halo. Methods used in the past for characterization 
include definition in terms of the kurtosis of the density 
profile, ratio of halo to core, ratio of beam core to offset 
and the Gaussian area ratio method [11].  Recent work with 
focus on high power beam transport in linear accelerators 
offered a new measure of beam halo: definition of the core-
halo limit as the location of biggest 
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Figure 3. Simulations of ion beam losses in the LHC before 
(bottom) and after (top) code refinements compared with 
measurements (middle) from Ref. [9].  

slope variation in the beam density profile, e.g. where the 
second derivative of the density is a maximum [4]. 
Concerning future designs, the need for clear specifi-
cations for the required measurements was emphasized and 
these should be agreed upon by accelerator physicists, 
collimation experts and beam diagnostics specialists [11].   

Beam halo dynamics in linear transport lines [4-8]: As 
shown in Fig. 4, results from the Particle Swarm 
Optimization (see developments in simulations of beam 
loss above), revealed that off-axis particle transport (beam 
“halo”) could be minimized at the expense of non-
preservation of the rms beam emittance, an observable 
often used as a measure in quantifying the efficiency of 
beam transmission.  This simulation results are not 
inconsistent with beam tuning experiences at the SNS [4].  

Beam halo dynamics in circular accelerators [12]: 
Simulations and experimental results of beam halo 
diffusion and population density in the Tevatron and the 
LHC were presented.  As a function of normalized action, 
measured diffusion coefficients were measured for both 
colliding and non-colliding beams at the Tevatron and the 
LHC, as shown in Fig. 5.  At the LHC with collisions, the 
diffusivity was reported to be consistent with emittance 
growth.  At the Tevatron, by comparing data with 
antiprotons only and colliding beams, the measured 
diffusion coefficient revealed a 1-2 order of magnitude 
increase attributed to the beam-beam interaction.  In a 
separate set of measurements utilizing a hollow electron 
beam in the electron lens at the Tevatron, the measurements 
of diffusion coefficient versus vertical collimator position 
revealed what is believed to be a first time direct 
observation of controlled diffusion enhancement in a 
specific amplitude range.  
 

 

Figure 4.  Simulation results (Particle Swarm Optimi-
zation) for the IFMIF linac [4, 5].  
 

 
Figure 5.  Measurements of beam halo diffusion rates in 
the TeVatron and in the LHC [12].  

Developments in combined beam core and beam halo 
diagnostics [11, 13-15]: Qualitative measures of the 
portions of the beam contained within the undesired beam 
“halo” require absolute calibration most easily determined 
by additional measurement of the beam core (defined here 
as those particles contained within the area of interest). 

From J-PARC two diagnostics each combining different 
measurement techniques provide large dynamic range [13-
15].  From the J-PARC rapid cycling synchrotron (RCS), 
with results shown in Fig. 6, scintillator-based 
measurements of the beam core were combined with data 
from wires applied as scrapers to sample the beam halo and 
a portion of the beam core. With this topology, a dynamic 
range of 1E4 was demonstrated [13].  

Also from J-PARC, state-of-the-art high dynamic range 
beam profile measurements were presented using beams 
extracted from the RCS prior to injection into the J-PARC 
main ring [15].   The beam core was measured using optical 
transition radiation from a thin (10 m) Titanium 
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Figure 6.  Measurements of beam core and halo from the 
J-PARC RCS [13]. 

foil while the beam halo was measured using fluorescence 
from a chromium doped Aluminum screen. Measurements 
(see Fig. 7) demonstrated >1E6 dynamic range achieved by 
this composite diagnostic. This device is unique in that it 
measures the two dimensional distribution of the beams as 
shown in Fig. 8.  The measurements revealed different 
properties of the beam core and halo depending on the 
details of the beam injection scheme (target admittance of 
phase space painting).  From Figs. 7 and 8, more than six 
orders of dynamic range for the projected profile have been 
reached and four to five orders for the two-dimensional 
profile. 

Another beam halo diagnostic: the electron back–scat-
tering detector [1, 11]: Numerous presentations included 
mention of a relatively new development, presented first at 
IBIC14 [16] with adaptation aspects presented at the Beam 
Halo Workshop [17].  This novel detection concept utilizes 
Compton backscattered electrons generated by grazing 
collisions between a hadron (proton or ion) beam and an 
electron beam provided in this application by an electron 
lens. Recent data from RHIC confirmed more than 
sufficient measurement sensitivities with counting rates 
consistent with expectation. The design features an 
elegantly simple detection technique (scintillators and 
photomultipliers) and has provided already meaningful 
data derived from beam-gas scattering. The concept is 
being considered for use as an option for the HL-LHC 
together with the hollow electron lens design from the 
Tevatron [1].  

Other non-intercepting beam diagnostics [18, 19]: 
Recent developments in ionization profile monitors were 
presented as relevant in the context non-invasive beam size 
monitoring at the LHC.  Simulations showed that the 
electric field of the proton beams perturbs the to-be-
collected electrons (those released in the ionization 
process) at high particle beam brightness. To combat this, 
an electron “sieve” will be used to filter out electrons of 
different gyration radii. This should allow for a correction 
of the disturbance.  In addition, the Timepix3 ultrahigh 
bandwidth, radiation hard, hybrid pixel detector deve-
loped at CERN (CERNs Medipix chip) will be used to 
enable bunch-by-bunch beam profile measurements.  

A concept and simulations for an improved version of an 
existing beam current monitor at PSI were presented [20, 
21].  The device, presently under construction, will be 

Figure 7.  Horizontal projections from a high dynamic 
range beam profile monitor from J-PARC [14]. 

 

Figure 8. Measurements of the two-dimensional beam 
profile including the beam core and beam halo in a wide 
dynamic range diagnostic developed at J-PARC [14]. 

used in a location with high heat load from secondary 
particle showers. It is based on a low-Q resonator made 
from graphite. The new design with increased and fixed 
gap width should be less sensitive to drifts caused by 
unequal thermal expansion [20, 21]. 

BEAM MATERIAL INTERACTIONS 

The consequences of impact of high-intensity or/and 
high-power hadron and heavy-ion beams – or just their 
fraction – on components of accelerators, beam-lines, 
target stations, collimators, absorbers, detectors, shielding, 
and environment can be quite severe or even catastrophic. 
Depending on material, level of energy deposition density 
and its time structure, one can face a variety of effects in 
materials under irradiation affecting their lifetime (melting, 
thermal shocks and quasi-instantaneous damage; critical 
property deterioration; and radiation damage to inorganic 
materials due to atomic displacements and helium 
production) and component performance (superconducting 
magnet quench; single-event effects in electronics; 
detector performance deterioration as well as 
radioactivation, prompt dose and impact on environment). 

FRO2AU02 Proceedings of HB2014, East-Lansing, MI, USA

ISBN 978-3-95450-173-1

456C
op

yr
ig

ht
©

20
14

C
C

-B
Y-

3.
0

an
d

by
th

e
re

sp
ec

tiv
e

au
th

or
s

Summary Session



Therefore, these effects along with the progress towards 
the ways to mitigate and model these are traditionally 
considered at the HB workshops. Three original talks were 
presented at this one followed by discussions. 

Material response to high power beams [22]: The 
techniques to measure and characterize changes of material 
properties under intense beam impact were described for 
the three states of targets. For solid materials, the key 
phenomenon is material stress. The studies include its 
minimization via target segmentation, avoiding the stress 
concentration, compressive preloading, optimization of 
beam size/shape, and appropriate material choice. The 
characterization of the materials is done via a stress quality 
factor. Direct measurements of material strength are done 
at the Stress Test Lab at RAL. These include dynamic 
measurements as well as studies of material fatigue. The 
example that illustrates the latter phenomenon is the proton 
beam window for the ESS beams. The fatigue is related the 
peak power deposition of 0.5 kW/cm3 under a pulsed 
operation at 14 Hz. Al6061-T6 was found to be the 
preferred material for the window cooled by Helium at 10 
bar. 

A second state of the target is liquids. A typical 
representative of this type is flowing mercury used at the 
Spallation Neutron Sources. A quite interesting technique 
was developed at J-PARC for the in-situ measurements of 
vibration induced by a proton beam. The bubbling 
mitigation effect on pressure waves was confirmed in these 
studies. A third type of targets – between solid and liquid – 
is studied at RAL for the fluidized tungsten powder 
recirculated in helium pneumatically. The advantages of 
this technique are that material is already fragmented, there 
is no cavitation, thermal stress is contained within grains, 
and the target can be continuously reformed, pumped away 
and externally cooled.  

DPA and gas production in intermediate and high energy 
particle interactions with accelerator components [23]: A 
brief overview of recent developments in modelling 
primary radiation damage relevant to Displacement-per-
Atom (DPA) calculations was presented. Problems and 
perspectives of advanced radiation damage and gas 
production calculations at intermediate beam energies 
were also discussed. The author has described the key 
features of the existing approaches to estimate the number 
of stable defects. The methods include: 
 Norgett, Robinson, Torrens (NRT) model, widely 

used as is or with various corrections. 

 Binary collision approximation (BCA) model. 

 Molecular dynamics (MD). 

 MD extrapolation to high energies using various 
assumptions. 

 BCA-MD combination with BCA used above a 
critical energy (~30-60 keV) and MD below this 
energy. Similar to NRT, this method is easily 
implemented in Monte-Carlo particle transport codes. 

 Kinetic Monte Carlo (KMC), a promising method to 
simulate the long-term defect evolution. 

Although quite different with respect to capabilities, 
complexity of code implementation and accuracy of 
predictions, the methods find their ways in numerous 
applications related to material damage by high-intensity 
beams. 

At accelerators, radiation damage to structural materials 
is amplified by increased hydrogen and helium gas 
production for high-energy beams. In SNS-type beam 
windows, the ratio of He/atom to DPA is about 500 of that 
in fission reactors. These gases can lead to grain boundary 
embrittlement and accelerated swelling. Nuclear models 
implemented in popular computer codes predict gas 
production cross-section with varying degrees of success 
depending on the energy of projectiles. The use of cross-
sections evaluated using nuclear model calculations and 
measured data is one of the most reliable and flexible 
approaches for advanced calculation of gas production 
rate, certainly at intermediate energies. The database 
created at KIT includes 278 targets from 7Li to 209Bi, and 
incident proton energies:  62, 90, 150, 600, 800, 1200 
MeV. 

Novel materials for collimators at LHC and its upgrades 
[24]: This presentation was focused on materials for one of 
the most critical and – at the same time – very challenging 
components of the Large Hadron Collider (LHC), its beam 
collimation system. The following key properties of the 
materials are to be optimized to meet the LHC operation, 
performance and lifetime requirements: 

• Electrical Conductivity Maximize to limit Resistive-
wall Impedance. 

• Thermal Conductivity Maximize to maintain 
geometrical stability understeady-state losses. 

• Coefficient of Thermal Expansion Minimize to 
increase resistance to thermal shock induced by 
accidental beam impact. 

• Melting/Degradation Temperature Maximize to 
withstand high temperatures reached in case of 
accidents.  

• Specific Heat Maximize to improve thermal shock 
resistance (lowers temperature increase). 

• Ultimate Strength Maximize to improve thermal 
shock resistance (strain to rupture). 

• Density Balance to limit peak energy deposition while 
maintaining adequate cleaning efficiency. 

• Radiation-induced Damage Minimize to improve 
component lifetime under long term particle 
irradiation. 

It is realized that no existing material can simultaneously 
meet all the requirements. Therefore, the extensive R&D 
program on novel materials has been launched at CERN in 
collaboration with EU institutes and industries (EuCARD, 
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EuCARD2 and HiLumi). Its aim is to explore composites 
combining the best properties of graphite and diamond 
with those of metals and transition metal-based ceramics 
(high ultimate strength and good electrical conductivity). 
Materials investigated include Copper-Diamond (CuCD), 
Silver-Diamond (AgCD), Molybdenum-Copper-Diamond 
(MoCuCD), and Molybdenum Carbide-Graphite (MoGr). 
Production techniques include rapid hot pressing, liquid 
phase sintering, and liquid infiltration. It has already been 
found that the most promising ones are CuCD and 
(especially) MoGr. 

To compare and rank materials against the most relevant 
requirements, several Figures-of-Merit (FOM) have been 
derived. These are: (a) Thermomechanical Robustness 
Index (TRI) related to the ability of a material to withstand 
the impact of a short beam pulse; (b) Thermal Stability 
Index (TSI) related to the ability of the material to maintain 
the geometrical stability of the component under 
irradiation; and (c) Electrical Conductivity, with resistive-
wall impedance being inversely proportional to electrical 
conductivity and therefore the highest electrical 
conductivity is sought for materials sitting closest to 
circulating beams. 

The highlights on the comprehensive beam test program 
have been given which include HiRadMat at CERN with 
450-GeV protons, GSI with 10 MeV to 1.2 GeV ion beams 
ranging from carbon to uranium, and BLIP at BNL with 
100 to 200 MeV proton beams. 

The Beam-Materials Interactions session was wrapped-
up by discussions. It was stressed that material response to 
the beam impact depends on variety of factors: material, 
level of energy deposition density (EDD), its time 
structure, environment and many others. The issues and 
questions were outlined such as quantities responsible for 
radiation damage (DPA, gas production, fluence and dose), 
as well as model/code capabilities and uncertainties in 
prediction of these values. It was stressed that the link of 
calculated values to observable changes in the critical 
properties of the materials remains on the top of the wish-
list. The group has agreed that the well-thought 
experiments – covering various regions of the parameter 
space - are extremely desirable, including measurements 
with charged particle beams, their relation to neutron data 
and degradation measurements at cryogenic temperatures. 

BEAM INSTRUMENTATION 
DISCUSSION SESSIONS 

During the first shared Instrumentation and Beam 
Dynamics discussion session P. Nghiem presented more on 
the topic of beam halo definition, which resulted in lively 
discussion. Next, the slide shown in Fig. 9 was used to 
introduce the topic of what types and quality of 
measurements, including correlations, would be most 
desired for furthering and validating simulations.  Topics 
discussed included the types and numbers of measure-
ments needed to predict subsequent beam loss and the 

degree of coordination between simulations and 
experiments as desirable to motivate specifications for 
instrumentation requirements and new instrumentation 
designs.   

 

Figure 9: A very general and simple question. Answers, 
seemingly elusive, could help focus further developments 
in beam diagnostics (and simulations). 

During the second discussion session, a by-request 
presentation by P. Hermes on the topic of comparisons 
between measurements and simulations as well as 
developments in simulation strategies for heavy ion beams 
in the LHC was presented (see developments in 
simulations of beam loss with comparisons between 
simulation and experiments, above). In the short amount of 
time remaining, two questions were posed.  The first, 
raised by Working Group A, Beam Dynamics in Circular 
Accelerators, concerned the ability of beam diagnostics to 
discern space-charge related effects from beam 
instabilities.  Responses pertained to beam loss 
minimization (difficult with instabilities that saturate) and 
impedance detection (coherent oscillations).  The second 
provocative question concerned whether or not simulations 
of beam loss for future accelerators are sufficiently mature 
so as to guarantee successful commissioning and operation 
of future multi-Megawatt accelerators. The often cited 
specification of beam loss at the level 1E-6 and energy loss 
levels of 1 W/m were stated, by the conveners with 
audience corroboration, as too general.     

For these discussion sessions topical questions 
(http://frib.msu.edu/misc/hb2014/QuestionABCF.html) 
were distributed in advance of the conference soliciting 
input. This strategy was marginally (at best) successful, 
maybe because of the many different backgrounds 
(machines, reasons for halo formation, interests and ways 
to consider these topics) which makes it more difficult to 
find a common starting point. (However, this is at the same 
time a potential source for collaboration and finding fresh 
views.) It remains the feeling that the organisation of these 
sessions must be improved in order to use the precious time 
similar effectively as it is done in the many bilateral 
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discussions during coffee or other "unplanned" times, and 
that we have not yet found the optimal Ansatz.    

OTHER 

As topics in beam instrumentation and dynamics were 
presented in many other talks – both plenary and in the 
parallel working group sessions - this report, regrettably, 
does not include all great contributions to this conference.  
Pertaining to a subset of that, select additional important 
findings from the conference includes:  

 The success of the LHC collimator design (with 100+ 
collimators) is truly noteworthy with no unintentional 
quenches to date.  The design methodologies should 
be kept alive and, if not already done, applied to 
collimation system designs for future accelerators.  

 Experience from existing high power accelerators 
shows that reliability may be compromised by not 
anticipating or realizing the impact of certain physical 
phenomena with  examples including SNS (space 
charge, intrabeam stripping), LHC (unidentified 
falling objects, electron clouds)  

 Safety margin criteria for future accelerators are often 
cited in terms of figures of merit (maximum 
permissible beam loss = 1E-6 of total current, 
maximum power deposition of 1W/m).  These are too 
general and should not be interpreted as specifications 
by engineers.  

 A fractional beam loss is not a good measure for a 
safety margin, rather the total absolute beam loss 
and/or total power deposition.  

 The available computing power was considered a 
limiting factor for understanding beam halo transport 
in the past.  With today’s technologies, is this still the 
case? Has our understanding of beam halo improved 
commensurately? Do we think to still need such 
simulations?  

 Will simulations guarantee that we can achieve the 
requirements on maximum allowable beam loss in 
future accelerator designs (FRIB, ESS, ADSs)?  
Should we expect them to?  

 On the topic of “what is halo”: perhaps need to expand 
to multiple definitions which depend on context, 
definition of dynamic aperture also in question. 
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