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Abstract. The SKA Telescope Manager (SKA.TM) is a distributed software application aimed to control the operation of thousands of radio telescopes, antennas and auxiliary systems (e.g. infrastructures, signal processors, ...) which will compose the Square Kilometre Array, the world's largest radio astronomy facility currently under development. SKA.TM, as an “element” of the SKA, is composed in turn by a set of sub-elements whose tight coordination is ensured by a specific sub-element called “Local Monitoring and Control” (TM.LMC). TM.LMC is mainly focused on the life cycle management of TM, the acquisition of every network-related information useful to understand how TM is performing and the logging library for both online and offline sub-elements. Given the high complexity of the system, identifying the origin of an issue, as soon as a problem occurs, appears to be a hard task. To allow a prompt diagnostics analysis by engineers, operators and software developers, a Knowledge-Based System (KBS) approach is proposed and described for the logging service.

What is a Log?
- Simplest possible storage abstraction that says what happened and when
- For a distributed application, it can be the only way to find out an error
- Usually log files are written in a natural language: this does not allow to reason programmatically (using source code) about those informations

Information to log
- From an high level point of view the kind of applications like SKA TM define a logical network of interactions which is composed by different nodes that interact each other and some of them act as coordinator or controller (at least for the online part of the system)
- It is important to log:
  - Node identification, Node signal declaration, Node interactions, Actions and loops.
- In a network, a node is a connection point, either a redistriution point or an end point for data transmissions. In general, a node has programmed or engineered capability to recognize and process or forward transmissions to other nodes.
- An information usable by a node in order to control the behaviour of another one or its behaviour in function with the one from another node

In a distributed environment
- the entities which make up an application are active (processes or agents)
- the interactions are based on message exchange mechanism
- the process time life is connected to the application life time; the life time of an agent are usually independent from life time of a specific application
- the logical architecture can be set by different patterns: client-server, peer to peer, etc.
- the middleware realize the physical and logical connection between entities (subsystem, service, object, component, process, agent, etc.)

Knowledge - based system
- is a computer program that reasons and uses a knowledge base to solve complex problems
- It is composed by two types of sub-systems:
  - a knowledge base (facts about the world)
  - an inference engine (logical assertions and conditions about the world)
- To build it, it is possible to use a formal language like Prolog

Prolog formalism for a logging language
- A fact must start with a predicate (which is an atom) and end with a fullstop. The predicate may be followed by one or more arguments (separated by commas) which are enclosed by parentheses.
- The arguments can be atoms (in this case, these atoms are treated as constants), numbers, variables or lists.
- predicate(arg1, arg2, ..., argN).
- Prolog can be seen as a language for database queries
- In a relational database a tuple is a generic element of a relation with attributes

Tango Counter example

Commands
- PlusOne: increase the counter by one;
- MinusOne: decrease the counter by one;
- Read: read the value of the counter;
- SetMaxValue: set the max value for the counter (the counter will start from 0 and will never reach the maximum value but only the max – 1);
- SetCounterConsumer: set the name of the device which will use it (for logging purpose);
- Reset: set the counter value to 0.

Log expected
- Note identification: entity/infrastructure, entity-type, entity-name, status, number, time, date.
- Note signal declaration: entity/infrastructure, entity-name, signal.
- Note: description (entity-name, signal).
- Note: data (counter, set, increase, decrease, read).

Emon example
- Emon, in the context of a gym, means “every minute on the minute” and it is a technique for training for which a gymnasist has to make an exercise every minute in less than a minute.
- Usually in the even minute there’s an exercise and in the odd minute another one.
- There are many app (usually for smartphone) which indicate with a colour weather the minute is odd or even

Interface
- Data: log messages: (loglevel, entity, entity-name, entity-type, status, number, time, date)
- String: commands to be evaluated (commands, set, increase, decrease, read, set-counter-consumer)

Interaction
- Interaction between the log messages and the commands to be evaluated
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