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Abstract

LHC operations generate enormous amounts of data.
This data is being stored in many different databases.
Hence, it is difficult for operators, physicists, engineers and
management to have a clear view on the overall accelerator
performance. Until recently the logging database, through
its desktop interface TIMBER, was the only way of retriev-
ing information on a fill-by-fill basis. The LHC Supertable
has been developed to provide a summary of key LHC per-
formance parameters in a clear, consistent and comprehen-
sive format. The columns in this table represent main pa-
rameters that describe the collider’s operation such as lu-
minosity, beam intensity, emittance, etc. The data is orga-
nized in a tabular fill-by-fill manner with different levels of
detail. Particular emphasis was placed on data sharing by
making data available in various open formats. Typically
the contents are calculated for periods of time that map to
the accelerator’s states or beam modes such as Injection,
Stable Beams, etc. Data retrieval and calculation is trig-
gered automatically after the end of each fill. The LHC
Supertable project currently publishes 80 columns of data
on around 100 fills.

MOTIVATION

Even before the LHC came into operation it was already
evident that there would be a need for means of easily ob-
taining general statistics on the performance of the accel-
erator. The LHC has been in stable activity for several
months now and a large amount of data has already been
produced. The increase of accelerator’s performance and
the thirst of physicists for data highlighted the need for
a tool that processes and displays information on perfor-
mance and other statistics.

Although the data is commonly available and accessi-
ble through dedicated tools it is troublesome to create an
overall view of the operation of the LHC. One of the main
data sources is the LHC Logging Service [1]. This service
consists of two databases where data from all LHC devices
and parameters is stored. Access to these databases is done
through a Java API or through a desktop application called
TIMBER. While the Java API allows other developers to
retrieve data programatically, TIMBER can provide plots
and data export into different formats. Although these tools
fulfill their intended purpose they are much better at provid-
ing data of specific aspects of the LHC than producing the
full picture. Another limitation of the available data mining
tools available is that their use is typically restricted within
CERN.
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As for the Tevatron [2], an application was developed to
provide summary data of the performance of the LHC.

THE SUPERTABLE

The supertable is a spreadsheet which provides a sum-
mary of LHC key parameters that can be used to assess the
accelerators performance [3]. The columns of this table
represent beam or accelerator parameters, such as, lumi-
nosities, beam intensities, crossing angles, filling scheme,
etc. Each row contains the values of these parameters for
each fill. The intent of the LHC Supertable is not to pro-
vide detailed data on each of these parameters. For that
purpose, specialized and dedicated tools have been devel-
oped over the years and are used by experts on each of the
domains. Instead this application aggregates and formats
data in a concise and clear way so that physicists, experts
and management alike can be given a general overview of
the collider. In summary the LHC Supertable aims at:

• Providing a summary of the key parameters that detail
the performance of the LHC.

• Providing a concrete mechanism for determining
these key parameters on which everyone can agree (or,
at least, through which the parties that disagree can
have a basis for their argument).

• Displaying data in easily understandable formats such
as web pages and excel sheets.

• Being a small, simple and concise resource.

A similar system has been implemented in Fermilab for the
Tevatron accelerator. Fermilab’s Supertable has been in op-
eration since 2004 and currently stores data on thousands
of fills. In order to profit from Fermilab’s experience with
their implementation, the LAFS workgroup was called in
to give their input and contribution to the project. As a re-
sult, CERN’s Supertable architecture is greatly inspired on
Fermilab’s experience [4]. A proposal was made [5] to im-
plement a web application that would gather data from var-
ious data sources, process and store in a dedicated database
and finally publish the digested data. The solution would
profit from Fermilab’s experience while the implementa-
tion would take in account the specificities of the LHC.

IMPLEMENTATION DETAILS

The LHC Supertable is a web application developed in
Java and using the Spring framework. The application is
divided in two components: persistence and web.
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Figure 1: Simplified architecture overview of the LHC Su-
pertable application.

Persistence Module

The persistence module is responsible for gathering data
from the various data sources, processing the data and per-
sist it in the database. This process is triggered by a cron
job scheduled to run every 30 minutes. When the process
is started there is first a verification if there are new fills to
be calculated. If so, the processor will iterate through the
columns of the supertable, calculating them one by one for
that particular fill. The algorithms themselves are encapsu-
lated in Java classes called cells. Each cell in the Java code
is responsible for the calculation of one or more supertable
cells. In example, the beta star scheme in the supertable is
calculated within the BetaStarSchemeCell Java class, while
luminosities are calculated in the LuminosityCell. With this
separation of concerns each cell becomes an independent
unit responsible for processing a set of columns in the ta-
ble. Figure 1 shows a simplified view of the architecture.

Each attribute in the Supertable has an associate algo-
rithm description and unit. These two elements are of great
importance as beam or accelerator parameters may be cal-
culated in different ways. However, the algorithm used to
calculate a certain property may change over time. The
Supertable offers the possibility to change algorithms inbe-
tween fills or recalculate past fills. The calculation of pa-
rameters, i.e. peak ATLAS luminosity, typically involves
the retrieval of data from one of the data sources. The
Supertable is currently gathering data from the Logging
Database, LSA [6], Postmortem [7] and the E-logbook.
The current implementation is flexible enough to support
the introduction of new data sources. Since one of the pri-
mary motivations of the Supertable is for a simple, clean
and organized presentation the columns have been classi-
fied into one or more specific categories, which we call

Figure 2: Implemented database schema.

views. The user can select one of these simple views to
focus his/her attention on his/her area of interest. For ex-
ample, the Luminosity view will only show columns con-
cerning luminosity. The organization of columns into views
provides different levels of detail according to the user’s
needs.

Data Storage

After all columns have being calculated the data is per-
sisted in the database. For that purpose a schema has been
created in the Logging Database. The Logging Database
ensures the persistance of the data for the living time of
the LHC. Hence, for the sake of consistency and central-
ization of services, the data of the Supertable was stored in
the same environment as the rest of the logging data.

As shown in Figure 2 the database schema is quite sim-
ple but provides a lot of flexibility in the supertable. The ta-
ble ATTRIBUTES is where the columns of the Supertable
are defined. It currently holds 87 different attributes and,
as mentioned before, each one has a class name field which
corresponds to the name of the Java class responsible for
calculating the value of the attribute. Additionally, the or-
dering and level of the columns are also defined in this table
allowing to easily change the appearance of the Supertable
in the web interface. Add, remove and edit operations on
attributes can be performed via a dedicated administration
package. This data driven approach makes the structure
more flexible making it unnecessary to redeploy the appli-
cation module responsible for the reads and writes in the
database. In the ALGORITHMS table are defined both
the algorithm and units per attribute of the Supertable. It
was decided not to separate algorithms and units in differ-
ent tables since they are strongly coupled and the separa-
tion wouldn’t bring a significant added value in terms on
flexibility. Since it is possible to change the algorithm be-
ing used in the calculation of a Supertable column without
having to recalculate past fills an extra table was needed.
The ATT ALG VERSIONS table keeps track of which
algorithms were used to calculate each attribute through-
out the calculated fills. Whenever a new algorithm is added
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for the calculation of a column, this table will contain the
fill number from which the algorithm went into effect. In
case errors occurred at the time of the calculation of a fill
these are stored in the data errors table. These errors should
be displayed to the user to explain the reason behind even-
tual missing values for some columns. The choice of the
logging database as final location for this scheme brought
along an inherent limitation. Due to how the backup pro-
cess occurs in the logging database, data becomes read only
after a undefined period of time. In practice this means
the recalculations of fills can only be performed provided
that the backup process hasnt handled those particular fills.
This schema doesn’t currently offer any kind of versioning
of data but we believe that this could be one of the solu-
tions to workaround the mentioned constraint. Data from
the Supertable can be programatically accessed through the
Logging API using the SupertableController.

Web Module

The second module of the LHC Supertable is the web in-
terface. The technology chosen was Google Web Toolkit.
GWT allowed the creation and maintenance of a powerful
Javascript front-end developed 100% in Java. The interface
was made clean and as simple as possible but providing
enough functionality to be useful. It displays data in tabu-
lar form and provides the algorithms used to calculate each
parameter as well as the units. Columns are organized in 5
views and by default only a small subset will be displayed.
In addition, exports in Excel and JSON are available allow-
ing users to use data as they see fit.

CURRENT STATUS & OUTLOOK

The project as specified has been fully implemented as
shown in Figure 3. The LHC Supertable currently pub-
lishes 87 columns of data for over 300 fills. Several views
are available providing more or less detail according to
the users needs. Data can be exported in both excel and
JSON [9] formats along with a static html version. De-
spite the implementation of all planned functionalities the
Supertable suffered from a great problem early on: quality
of data. For some of the trickiest parameters to calculate
algorithms were adopted from Fermilab’s Supertable such
as emittances, luminosities from emittances, among others.
However, some of the implemented algorithms didn’t trans-
late well to the LHCs reality. Even though some of those al-
gorithms have been changed, some errors still persist in the
calculations. At the same time the LHC Supertable project
was being developed another project was under way. The
LHC Performance and Statistics although similar in goal
started from a different point.

The Statistics application focused at first on creating a
repository on ROOT files containing data on a set of key
performance parameters of the LHC during the course of a
fill. These files are meant to be used by physicists or ex-
perts who want to explore in more detail what happened

Figure 3: LHC Supertable web interface.

during a particular fill. Additionally, the Statistics applica-
tion also made available a set of ROOT generated plots and
a small table describing a limited subset of parameters also
characterized by the Supertable. After some analysis of the
functionality and architecture of both applications it was
clear that these weren’t concurrent systems but rather com-
plementary. Hence a decision was taken to merge the two
systems and provide a better service to the users of both ap-
plications. At the time of this writing the developer teams
of both projects are reviewing the calculation algorithms
used for the LHC Supertable which will be later applied
in the new application. A system that provides statistics
on the operation of the LHC is very much needed and of
the utmost importance, however, it is rendered useless if it
provides erroneous data.

CONCLUSIONS

The LHC Supertable has been designed, implemented
and commissioned to provide a clear and consistent view of
LHC operations data to all interested parties in the CERN
community. As with any complex project, this product has
evolved over its short lifetime to adapt to the environment
in which it must exist. While input from the Tevatron Su-
pertable has been invaluable, the LHC calculations often
have been subtly different from the comparable Tevatron
calculations, leading to some confusion in the customer
base. As the user base grows it has become clear that this
application is filling a void and providing functionalities
that were not available in the existing expert tools. The
merge with the LHC Statistics and Performance project is
ongoing and should soon go into production. The final
product will bring users a new set of functionalities and
data for our users.
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