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Abstract the minimum of this parabola. The same procedure is then

. . . . repeated for another aberration.
At the Stanford Linear Collider (SLC), the interaction A full set of beam-beam based corrections for a total of

point spot size is minimized by repeatedly correcting, fOEO aberrations (5 per beam: 3 vertical and 2 horizontal)

both beams, various low-order optical aberrations, such as_ " . .
) , . . . . réquires about 1 hour of real time, during a large part of
dispersion, waist position or coupling. These corrections

are performed about every 8 hours, by minimizing the II5;vh|ch the luminosity is then necessarily mistuned. In addi-

spot size while exciting different orthogonal combination%'on’ often at least one tuning iteration is necessary, in order

of final-focus magnets. The spot size itself is determined aphpve typ.|cal good’ spot SIZEs. On average one cor-
rictlon is applied to each aberration about once per 8-hour

?hye n;gzzj-gg%rt:iebza;g?[igr?ﬂ?ctjldoigoinagl]Iii f?)?rr?a];lijonnCtifz %_ ift. A qualititative illustration of the effect of tuning and

) P ' She spot-size degradation between two tunings is shown in
r|veq fro_m the energy loss due to beamstrahlung and frc?rI]—Jig. 1. Inthe figure, the degradatidyw /o (which is added
luminosity-related signals. In the 1996 SLC run, the typis quadrature to unity) is shown to grow linearly in time. In

cal corrections were so large as to imply a 20—40% average_'.. . . . 7

S : €ality it may increase with the square root of time or, more
luminosity loss due to residual uncompensated or fluctuat; . : .
. : ) - likely, in some irregular fashion.
ing tunable aberrations. In this paper, we explore the origin
of these large tuning corrections and study possible mitiga-

X AGIO
tions for the next SLC run.

incremental
correctieh

1 INTRODUCTION

During the last two runs of the Stanford Linear Collider,

typical vertical interaction-point (IP) spot sizes at nominal 1 precision
bunch populations~ 4 x 10'° particles per bunch) were
about 35% larger than expected from the linac emittances,
energy spread and IP angular d|yergences. Rece.nt ev'derll—(fgure 1: Schematic of tuning effect and spot-size increase
suggests that a large part of this discrepancy might be %'etween tunings
tributed to imperfect or inadequate IP spot-size tuning. In ’

this paper, we present some of the evidence and outline pos-

sible solutions for the next run.
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The spot size at the SLC interaction point (IP) is routinely 05 L TN | o[ HELERAY
optllmlzed by correct_mg the mgst |mportant low-order ab_e-r— L Gt el St
rations, such as waist shift, dispersion and skew coupling,  (mm) days days
for either beam. The aberrations are corrected by excit- oé [ Kiy- . 0;

ing orthogonal linear combinations of quadrupoles and/or o k=
skew quadrupoles (so-called '’knobs’), measuring the spot 5
size for different, typically 5-7 knob values, and adjusting 1 Gl o
each knob to the best value. (kGauss) days
Consider one aberration as an example. For different val-
ues of the knob correcting this aberration, the convoluted
horizontal or vertical spot size of the two beams at the IP
is inferred from beam-beam deflection scans [1], i.e., from -1
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the measured deflection angle as a function of beam-beam days days
separation. The optimum correction is computed by fitting

a parabola to the square of the spot size as a function of thgyyre 2: Incremental IP corrections of waist, dispersion
knob value. A correction is applied by setting the knob tgd skew coupling during the 1996 SLC run. Shown dotted
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Figure 2 depicts all incremental corrections to the vertilossAL/L is equivalent to an increased vertical spot size
cal waist position, dispersion and skew coupling that weref ¢, /0,0 ~ Lo/L ~ 1/(1 — AL/Ly), whereo,, ~ 500
applied during the 1996 SLC run. The rms corrections apym is the ideal single-beam spot size. A 38% luminosity re-
pear to be larger than the typical measurement resolutiothction due to IP aberration tuning would thus correspond
indicated by dotted lines. to a vertical spot size of 700 nm, which is remarkably close

If an IP aberration is not fully corrected, the spot size wilto the typically achieved good values!
be larger than the nominal value. For the three most critical
aberrations, the increase of the vertical spot Aizedue to corr. knob [ precision AL/L | rmsincr. AL/L
imperfect correction is given by waist shift| 0.09cm  6.5%| 0.23cm  28.4%
dispersion| 0.11mm 2.6% | 0.22mm 9.4%

skew 0.02kG  0.2% | 0.14kG 10.0%

total 38%

w,d,  foravertical waist shiftw,
Aoy = nyd  for vertical a dispersiom, (1)
d 6%  for a skew coupling coefil

where the spot-size increades, is added in quadrature to Table 1: Quoted scan precision, rms knob increment and

the design rms spot size. WhICh in the followina is taken asstlmated luminosity loss from residual low-order verti-
- 530 am. P 9 Cal aberrations for the 1996 SLC run. The luminosity-loss
y0 —

The relative luminosity degradation due to limited meanumbers are refative to a 500-nm single-beam spot size.
surement precisiofAo, /o,0) for the kth aberration on a
single beam is given by the formulAL/Lo|;, = 1 —

1/\/(Aay/ayo)§;p/2 + 1, approximately equal to 3 INTERPRETATION

If the applied corrections reflect real aberration drifts, due
AL ~ 1 (A‘711> , (2) to, forexample, orbit changes in the final-focus sextupoles,
Lo e, 4\ oy /g or rf phase changes in the linac etc., one might expect to
see correlations in the corrections for different aberrations.
In Fig. 3 we plot incremental changes to one knob versus
those of another knoki.€., for another aberration or the
other beam) which were coincident within one hour. No
Ceorrelation between any two knobs is evident, which sug-
ggsts that the corrected aberration drifts are not real.

whereL designates the ideal luminosity without any aber;
ration, the subindex refers to the precision, aridcounts
the different aberrations.

To estimate the luminosity loss which is implied by the
rms incremental corrections, one has to make assumpti
about the evolution of an aberration between two conse
utive corrections. Assuming a random watk (v/t) be-
tween tunings, and considering a tuning interval which re- Correction correlations, May-July 96
sults in an incremental correctiaho, /o,0x; Of the kth g9>
aberration, the average luminosity l0S&N& / Lo |, = 1—

1/\/(Aay/ay0)i;i/2 + 1, or, again expanding the square

k,i y0 k‘,i y0 k,p

where the subindekindicates that this luminosity loss is a1
inferred from the 'incremental’ correction. To avoid dou-
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tot =~ \ oyo 8 a40 igure 3: Zero correlation between IP corrections for di
ferent aberrations and for the two beams.

where in the SLC casé, = 1, ..., 6. Additional luminosity
loss may arise from the horizontal tuning corrections. To better understand the above findings, we performed

Using the above formula, we can estimate the luminositilundreds of tuning simulations for waist, dispersion and
loss implied by the incremental corrections in Fig. 2 and bgoupling correction. In all of these simulations the aber-
the quoted measurement precision. The results for the vation to be tuned was perfectly corrected initially. Then,
ious aberrations are summarized in Table 1. A luminositfor each beam-beam based tuning scan we added a random
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measurement error spread equal to about 30% of the average signal. If we av-
5 71/2 erage over pulses, the resolution of the luminosity signal
AY, = 012Xy [E—y} , (5) should improve a&\L,,,/L,, ~ 0.3/y/n. To be conser-
y0 vative, in the following we assume that the spread of the

signal is 100%i.e., we assumeé\L,,,/L,, =~ 1/+/n.

— 2 2
V\{hereEy =\ ye- + 0y e+ denotes the convpluted spot We denote the average luminosity signal for the three
size of the two beams at the IP, and the subindexfers different knob settingg — —1,0, +1 by L,,_, Lo and

to the beam size at the minimum of the fitted parabola. I .. Fitting L., (k) to a parabola and assumisg < 1

rough agreement with measurements, the error was sca k < 1/v2S, the approximate optimum knob value
as the square of the spot size for each step of the scan. Th8, pe inferred: ’

error increases on the wings of the parabola, because, dur-

ing a tuning scan, wherm,.g, the waist is off center, both

the IP orbit-jitter correction [2] and the beam-beam scan

range are no longer optimal. o
The rms correction calculated in this way was 0.19 crff the luminosity is measured over/3 pulses for each of

for the waist position, 0.24 mm for the vertical dispersion',‘he three knop values, the statistical resolution in center-

and 0.09 kG for the skew coupling. These values are ve)d the knob isAk/k = /3/(2n) (AL, /Lm)/S, and

close to the actual incremental corrections listed in Tabf@€ residual luminosity loss from the statistical error is

1. This strongly suggests that the quoted scan precicisié}mL/L ~ S (Ak)*/20r

widely underestimates the actual error, at least by a fac-

Ly — Lo
ALmo — 2(Lins + Lim_)’

(7)

kopt ~

2
tor 3—4, and that the IP corrections were completely domi- AL ~y 3 (ALm> ~y 3 (8)
nated by the limited resolution of the beam-beam deflection L 4S5\ Ln 4S5n
scans!

However, the systematic error made by the parabolic ap-
proximation in Eq. (7) is for most cases larger than the sta-
tistical error, so that the tuning will have to be iterated.
There are two possible approaches to alleviate this situa-For example, ifS = 0.2 (5% luminosity loss during the
tion. First, one may improve the resolution of the beamdithering) and using 10000 pulses of data, the statistical ac-
beam deflection scans. This could be achieved by a vauracy iSAL/L ~ 0.04% for a single knob, or 0.4% for
riety of means, such as using better beam-position monk0 knobs! This is two orders of magnitude better than what
tors to correct for orbit variations, optimizing and adjusthas been achieved by aberration tuning with beam-beam
ing the scan range® (g, by expanding the scan range fordeflection scans, but, recognizing additional systematic er-
larger beam sizes), or increasing the scan spegy by rors, we aim for an overall improvement by a factor of 3—
using fewer BPMs or by shifting the waist with upstreaml0.
guadrupoles and not with the superconducting final triplet).

An alternative approach is to replace the beam-beam de- 5 CONCLUSIONS

flection scans altogether with a feedback dither techniqulehere is strong evidence that inaccurate IP spot-size tunin
based on informations from a fast luminosity monitor, in 9 P 9

X 0o Lo
conjunction with fast orbit bumps across the final-focu&® responsible for about 20-40% average luminosity loss

over the last 2 SLC runs. For the next run, we will replace
sextupoles. . : L
L . . the conventional tuning which is based on beam-beam de-
The second option is more innovative and also morg. T :
ection scans by a novel dithering feedback which we ex-

promising. Here, a knob is varied in some harmonic og)ect to be more effective and as much as ten times more
random pattern for thousands of pulses (roughly 10 s a eecise. This feedback correlates fast orbit-bumps across

N . I
ngeded per 1000 pulses), and the correspondlng Iummosﬁye final-focus sextupoles with the signal from a fast lumi-
signal (radiated-Bhabha scattering events) is recorded. OSity monitor

Suppose the knob settirig taken as dimensionless, is y i

related to the convoluted IP spot size (inversely propor- ?Egmovgrtgriiil\:?l\luﬁnosit impact of IP spot-size
tional to the luminosity) as P y Imp P

tuning was first pointed out by John Irwin and Ghislain
Yy =21+ S (k— ko)? (6) Roy, for the Final-Focus Test Beam [3].

4  MITIGATIONS

wherek, represents the residual aberration that we want to 6 REFERENCES
correct, and the paramet§ris a normalized 'sensitivity’.

If the aberration is completely corrected initiallyp(= 0), [1] P.Raimondi, F.J. Decker, IEEE PAC95, p. 2922 (1995).
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aflactgilc/ VIt S.' he si | of the lumi . . [3] G. Roy and J. Irwin, Proc. of the 1990 Summer Study on
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Ly, is impaired by a large and fluctuating background con- 743 (1990)
tribution, so that its distribution is fairly wide, with an rms
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