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Abstract

The operation Logging System has been designed and built
using the Orade detabase for the twenty-two synchrotron
radiation beamlines at the 2.5 GeV positron storage ring at
the Photon Factory, where X-ray/VUV synchrotron
rad eion experiments are simultaneously carried out. The
operation Logging System has a red-time capability to
automaticdly store the daabase with dl possible
operationd events of dl vacuum vaves/shutters and
interlock signds, and dl static operationd deta, indudng
the pressures of the beam lines and the storage ring, and
rdaed operationd data which represent the physicd
behaviors of the beamlines. By retrieving any combination
of operationd deta, the system dlows to reproduce the
physical behaviors that have occurred in the beam lines.

1 INTRODUCTION

There are twenty-two synchrotron radaion beam lines
at the2.5-GeV positron storage ring, Photon Factory at the
National Laboratory for High Energy Physics. Thesebeam
lines feed synchrotron radation to the experimenta hal
where expeiments such as surface physics, Xx-ray
lithography, microscopy and crystd structure andysis are
simultaneously caried out. These beam lines ae
simultaneously in operation, providingintense synchrotron
radiation beams.

These beam lines are automaticaly controlled by the
twenty-two computers connected to a VAX Station
4000/90, running under VAX/VMS, through an opticd-
fiber network with astar configuration[1]. Thehost collects
dl operationd data and control deta of the beam lines. The
operational and control data have been automatically stored
in the logging file system to retrieve laer specific
combinations of behaviors of beam line components.

There have been further necessities to dlow dients,
such asthe staff of theBeamLine Group or operatorsof the
storage ring a the Photon Fectory, to retrieve any
combinations of control deta for the beam lines. A new
logging system has thus been designed and implemented
using the Orade database The Logging System for the
synchrotron rad aion beam lines has ared time capability
to fetch any event red our experience with the Logging
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System based on the database for the synchrotron rad aion
beam lines at the Photon Factory.

2 SYSTEM DESCRIPTION

It is crucid for the Beam Line Group to be capable of
improving the performance of the beam lines by using the
Logging System. In addtion, they must be cgpable of
identifying later when, how, what, where and which device
was controlledin orderto predict any sign that suggests any
presence of madfunctioning behavior of a beam line
component beforehand When a beam line component is
unexpectedy mafunctioning, the Logging System must
provide play-back control-information that leads to a swift
recovery of the problem with the component. Thisis dso
true for predictivemaintenance; for example, theBeamLine
Group monitors the dosing/ opening times of more than
ninety vacuum valves at an accuracy of 0.1 seconds or less
are ranging within ordinal closing/opening times every day
in ordxr to ensure the safety of synchrotron radaion
experiments. For these reasons, dl control deta, indudng
the operational status of the beamlines to be controlled ad
the set-up vaues for the beam lines, have to be
automaticaly logged into the on-line Logging System
being incorporated with the Beam Line Control System [1].
For alarge accderator, alogging system using a database
has been also in operation[2].

Each beam line has a number of components and
sensorsto be controlled, including vacuum valves, interl ock
devices (Cooling weter flow sensor, fast/slow vacuum
Sensors, pneumdtic-pressure sensor, amosphere sensor,
Open-Request signd from the storage ring, and from the
experimentd hdl), vacuum pressure gauges of the storage
ring and the beam lines, vdve diving units). These
components are controlled and monitored by a computer of
the beam line control system.

There are two categories of data avalabdle from the
beam line control system: event deta and static deta Each
dada has a time stamp with an accuracy of 20 ms. Thefirst
category includes"asynchronousevent data'. Theevent daa
are obtained from digital ON/OFF signals generated by the
vacuum vaves, shutters together with time-stamps. Event
deta dso indude diving signds for controlling these
vacuum valves and shutters, andthe status signal s of safety
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Figure: 1 Block diagram of the Operation Logging System for Synchrotron Radiation Beam Lines

at the Photon Fctory, KEK.

interlock signds. Event type of diata are obtained & any
instance of time when a component changes its staus; for
example, when avave opensit simultaneously generates
‘status-open-on’ signal and’ status-close-off’ signals. There
are goproximaedy 2000 pick-upsin totd. The maximum
event ratetypically occursat 9 AM every morningwhenall
beam lines have to simultaneously close/open due to
radation safety reason before and after a beam injection,
generating anumber of event signals. The maximum rateof
event signds reeches ~300 events/sec. This dso happens
when one of theinterlocks is triggered in the casethat an
unexpected faillure occurs [3]. It is very important for the
Logging System not to miss any event signal.

The second category indudes static andogue data
static data comprises andogue data that are peiodcdly
mesasured a a specified intervd ranging from 3 seconds to
one minute. The static dataincudes a beam current of the
storage ring, pressures signds which are measured a the
midde point of the beam line and the storage ring & an
interva of three seconds. These should be stored in the
Logging System. Thetotd amount detato be logged into
the datdbase reaches goproximatdy 35 million items,
consuming 1.5 GB of disk space per year.

Figure 1 shows a block dagram of the operation
L ogging System. When an operational condition changesor
when the status of a device changes, the beam line control
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system automaticaly notifies event data representing the
cevice staus of the Event manager running on the
VAXStation 4000/90 (~30MIPS, 80 MB of memory). The
VAX has two 2GB dsks for the system, daabase
management, user gpplicaions, and a 4.5GB-dsk for
storing only operational data of the beamlines, allowing at
least three years of datato be on-line.

Upon receiving event data, the Event Manager attaches
a time stamp to the event data, and makes compliance
checksin terms of validity of the event datathat containsa
device code and condition status code. If the event datahave
valid codes, the Event manager forwardsthe event datato the
Database Manager.

The Static DataManager fetchesstatic dataat specified
timeintervas associated with the devices to be messured
The Static Data Manager ataches atime stamp and device
code to the measured val ue, and then sendsit to the Database
Manager. The Database Manager specifiesadata-tablename
to which event data/static detais stored, dependng on the
event deta code and condtion status code Then, the
Database Manager sends aset of data to the Database Writer
that storesthe datato the specified tablein the database. Data
tables and index tables in the on-linedatabase are separately
assigned for eachset of valvesand interlocks, pressuresand
abeam current. All operational datastoredin the databaseare
archived for at |east three years.

A Grgphics Interface for operatorsis a dient on the
network which is implemented using Motif widgets on a
VAX/Staion 4000/90. An operaor can choose any items
associated with devices to be searched The Rerievd
Manager encapsulatesthese itemsinto apacket, and queries
the Logging System acrossthe network. Thenthe Retrieval
Manager receives reply from the database through the

Requet Manager, transfering thereply to the GraphicsUser
Interface to display the results.

3 CONCLUSION

The Logging System using detébase for the synchrotron
radiation beamlines at KEK wasdesigned andimplemented
in the late 1994, and come into actud operaion in the
beginning of 1995 to replace the existing logging file
system. The Logging System based on the detabase has
been rdiably operating for severd years, providng better
performance than the ancestor logging file system, evento
the degreeof acquiring real-timeevent operational datafrom
the beam lines. The Logging System provides a means to
improve the performance of the beamlines[4], andis useful
for determining the cause of a problem in abeam line.
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