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Background * The large amount of different software pieces
require a great degree of automation to be
= The Diagnostics controls system is composed of maintainable
several kinds of devices:

 Fast uTCA digitizer cards: picoammeter, Beam
Position Monitor, Beam Current Monitor.

* Devices that generate a lot of network traffic, such as
Gigabit Cameras.

 Other devices such as fast thermometers, motor
controllers and A/D and D/A converters.
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» Also, there are several “soft” |IOCs for monitoring
and data processing.
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" |n total, there are currently 28 different types of

Diagnostics I0Cs with 157 individual instances
deployed. Figure 1: A uTCA crate with MCH, CPU, Event Receiver,

Pico8, BPM and BCM cards.

Monitoring and data processing IOCs
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» Most of the Diagnostics |IOCs are, in fact, “soft”
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e * Most of these “soft” IOCs have their logic

s implemented in Python, by using pyDevSup, so
o they can have access to powerful Python libraries
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= A good example of such “soft” |OC is the Profile
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. Monitor IOC, which combines PVs from Motor
b Controllers, PLC Interlocks, A/D converters and

Jﬂﬁia;a?"as'ﬂlqatlﬂ”z'ﬂ'6'2hlpiij;n“{;f£}lsbmzdlﬁﬂ'1%0"134'5.? piCoammeterS tO prOVide a COheSive Set Of PVS fOr
— scanning the beam profile and returning the
; collected wire position vs current reading data

Figure 2: Profile Monitor “soft” [OC correlated in time.
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: : f CPU%: 258 | Expert — . CPU%: 200 | Expert .
fe-mtca0l-cpu-n0101 ~ ©PU% 53 _Eeen Is2-micall-cpu-n0011 ~ CPU% 31 _Exer ] diag-acs 0 diag-scan P fe-qube0la-crtn0106 ~ CPU% 18 Bxper |
Mem %4: 01 SSH Mem %: 01 SSH Mem %: 0.3 S5H Mem %: 35 S5H Mem%:  B0.0 SSH
L | | u Name CcPU Uptime Name CcPU Uptime Name CPU Uptime Name CPU Uptime Name CPU Uptime
. mica0l-evr 01% 2days, 184212 @ @ Reboot | ACF | MORE micallevr  01% 2days, 202912 @ @ Reboot | ACF | MORE status-uti 01% 2days, 162654 @ @ Reboot | ACF| MORE as-ems1 04% 38days, 18:19:24 @ @ Reboot | ACF | MORE qube0la 21% 347days,000132 (3@ Reboot | ACE| MORE
micabl-picoB  3.5% 2 days, 18:42:10 @ Reboot | ACF | MORE mtcall-picoB  15% 2 days, 20:29:11 @ Reboot | ACF | MORE bpm-energyl  39% 38days, 18:19:20 @ @ Reboot | ACF | MORE as-ems2 04% 38days, 18:19:24 @ @ Reboot | ACF | MORE
micallbpm  0.6% 2days,2029:11 @ @ Reboot | ACF | MORE bpm-energy2  3.7% 38 days, 18:19:19 @ Reboot | ACF | MORE pm783L1 049% 38 days, 18:19:13 @  Reboot | ACF | MORE . T e TS e BT Expert
_ e o e-qube -Crt-n ’ ’
Is1-mtca02-cpu-n0002 CPU%: 6.0 Expert bpm-energy3  13% 38days, 18:19:20 @ @ Reboot | ACF | MORE pm783L2 06% 38 days, 18:19:13 @ Reboot | ACF| MORE ven: BE B
Mem%: 0.1 SSH : by 4 37% 38days, 18:19:20 Reboot | ACF | MORE mB0BLL 0.4% 38 days, 18:19:13 Reboot | ACE | MORE Name cPU Uptime
N cpU Uoti Is2-mtcal2-cpu-n0012 ~ CPU%: 15 Exper pm-energy ays @@ Revoot | acF | p ays @ Reboot | ACF| . =St |
. LI Mem%: 0.1 SSH bpm-energys  12% 3Bdays, 18:19.20 @ @ Reboot | ACF | MORE pmB0BL2 06% 38 days, 16:19:13 @ Reboot | ACF | MoRE qube0lb 20% 186days 17:34.45 @ @ Reboot | ACF | MORE
- micalz-evr 02% 2days 175402 @ @ Reboot | ACF | MORE | Name CrPU Uptime gather-bpm 18% 27days, 17:3208 @ @ Reboot | ACF | MORE pmB24L1 04% 38 days, 16:19:13 @ Reboot | ACF | MoRE
mica02-picod  0.8%  2days, 175402 @ @ Reboot | ACF | MORE | | | mtcalzevr 02% 2days, 202640 @ @ Reboot | ACF | MORE | gather-hmr 03% 38days,18:19:3¢ @ @ Reboot | ACF | MORE pma24L2 06% 38 days, 18:19:13 @ Reboot | ACF | MORE Is1-qube02-crt-n0604 CPU%: 17 Expert
- - - mica02bpm  27%  2days, 175400 @ @ Reboot | ACF | MORE | | | mical2picos  16%  2days,2028:30 ® evoot | ACF| MORE| | | oqor 10% 38days, 18:19:34 (@ @ Reboot | ACF | MORE pmB5EX 04% 38days, 181913 (0 @ Reboot | ACF | MORE Mem%: 405 _ SSH
micalzbpm  03%  2days, 202639 @ @ Reboot | ACF | MORE | | 0.8% 3Bdays, 16:19:40 @ @ Reboot | ACF | MORE pmB5EY 04% 38days, 181913 (0 @ Reboot | ACF | MORE REIEE CFL Y=
Is1-mtca03-cpu-n0003 CPU%: 18 | Expert | nd 14% 3Bdays, 18:19:40 @@ @ Reboot | ACF | MORE pmBB5K 049% 38 days, 18:19:13 @ Reboot | ACF | MORE qube02 18% 347days, 000125 (3 @ Reboot | ACF| moRE |
) Memd%: 01 _SSH | Is2-mtcal3-cpu-n0013 CBUSe:" 21 | REEE bemeenable  0.1% 38 days, 16:19:40 @ @ Reboot | ACF | MORE pmBBSY 04% 380ays, 181913 () @ Reboot | ACF | MORE
Name CcPU Uptime Mem %: 01 SSH . o e CPU %: 3.0 Expert
ic 05% 3Bdays, 16:19.40 @ @ Reboot | ACF | MORE pmA1ZX 04% 38 days, 18:19:13 @ Reboot | ACF | MORE Is1-qube03-crt-n1501
mical3-evr 01% 2days 20:3328 @ @ Reboot I ACF ] MORE Mame CPU Uptime I J J J Mem %: 34.0 SSH
] ] ] bcm-report 019% 3Bdays, 18:19:34 @ @ Reboot | ACF | MORE pma12y 0.49% 38 days, 18:19:13 & Reboot | ACF | MORE : :
mica03-picoB  15% 2 days, 20:33:27 @ Reboot | ACF| MORE micald-evr  0.2% 95days, 195305 @ @ Reboot | ACF | MORE Name CPU Uptime
autocalb-bpm  0.1% 38days, 18:19:24 (@ @ Reboot | ACF | MORE pm@4sL1 049% 38 days, 18:10:13 @ Reboot | ACF | MORE
— micald-bppm  0.9% 27days, 232307 @ @ Reboot | ACF | MORE qube03 22% 326days, 175645 (O[EE Revoot | AcF| moRe
P — — health 57% 38days, 18:15:50 @ @ Reboot | ACF | MORE pme4sL2 069% 38 days, 18:10:13 @ Reboot | ACF | MORE
H L el
, Is1-mtca04-cpu-n0004 2 bpm-arch 01% 3Bdays, 18:19:33 @ @ Reboot | ACF | MORE pm9E1LL 04% 38 days, 18:19:13 @ Reboot | ACF | MORE
Mem%: 0.1 SSH CPU%: 19 Expert CPU%: 15 Expert
i Is2-mtcal4-cpu-n0014 _Exper | restore-mps  0.1% 3Bdays, 18:19:34 @ @ Reboot | ACF | MORE pmo61L2 05% 38 days, 18:19:13 @ Reboot | ACF | MORE Is1-qube04-crt-n1902 2
. . Name CcPU Uptime Mem %: 01 SSH Mem®%a: 405 SSH
mitcatd-evr 0.1% 2days, 203520 @ @ Reboot | ACF | MORE Mame cPU Uptime pma7aL1 0.4% 38 days, 18:19:13 @ Retoot | ACF | MORE | Name cPU Uptime
micad-picod  15% 2 days, 20:35:19 @ Reboot | ACF| MORE micald-evr  02% 2days,202808 @ @ Reboot | ACF | MORE cPuse: 145 | pma72.2 06% 3Bdeys, 161913 @ @ [Reboot| ACE| [MORE] | | o ype0s 19% 346days, 234727 @ @ Reboot | ACF | MORE
. i . pert 0
- mica04bpm  2.3% 2 days, 203518 @ Reboot | ACF | MORE mtcaldpicoB  159% 2 days, 20:28:07 @ Reboot | ACF| MORE diag-cam . W — pm10925 08% 38days 181913 (3 @ Reboot | ACF| moRe |
em “o: . e
micald-bpm  0.6% Z2days, 202807 @ @ Reboot | ACF | MORE o &= Uptime pm20565 08% 38days 181913 (3 @ |Reboot | AcF| more | fs1-qube05-crt-n0302 CPU%: 15 | Expert
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, — =i ® | ] micat>-eur 1% 2z @O HE SN S wd1101 04% 82days,21:07:32 @ @ Reboot | ACF | MORE diag-mtcaipmi e XN fs1-qube06-crt-n0506 P
micals-pico8  30% 2days,18:41:24 @ @ Reboot | ACF | MORE Mem%: 0.8 SSH Mem%: 58.5 SSH
[ ] [ ] [ ] rigeam 98% 82days,21:07:32 @ @ Reboot | ACF | MORE R T S - eE -
~ [P CPU%: 39  Expert micals-bpm  0.3%  2days, 184125 @ @ Reboot | ACF | MORE pt :
Is1-mtca06-cpu-n0006 strscaml 04% 82days,21:07:32 @ @ Reboot | ACF| MORE .
Mem % 01 S5H S, mtcall-ipmi 0.2% 38 days, 18:19:29 & Rebu-nt] ACF] MORE qube0t 21% 333 days, 16:58:20 ] Rebu-mJ MFI MORE
, Name cPU Uptime CPU%: 19 Expert strscam2 04% E2days 210316 @ @ Reboot | ACE| MORE| | | | )i 029 3pdays 181930 @ @  Reboot | acF | more
Is3-mtcal6-cpu-n0016 ¢ — sc-vd0739 01% 110days, 164508 @ @ Reboot | ACF| MORE o .
mitca0B-eur 01% 2days, 203248 @ @ Reboot | ACF | MORE 0 1 EEm J | more | mica03-ipmi 0.2% 38 days, 18:19:29 @  Reboot | ACF | MORE Is2-qube07-crt-n0808 CPU%: 14 Expert
[] [] [ ] mtcalb-pico  0.7% 2 days, 20:32:47 @ Reboot | ACF | MORE Name cpPU Uptime sc-vd0812 01% 110days, 164508 @ @ Reboot | ACF | MORE | mica04-pmi  0.3% 38 days, 18:1920 @ @ Reboot | ACF | MORE Mem%: 405 SSH
mtca06-bpm  15% 2 days, 20:32:46 @ Reboot | ACF| MORE micalé-evr 0.2% 2days, 202752 @ @ Reboot | ACF | MORE scemsdig12  01% 110days, 164508 @ @ |Reboot | ACF | moRe | mtca05-pmi  0.2% 38 days, 18:19:29 @ Reboot | ACF | MORE N EFY flnine
- micadBbem  2.9%  2days, 203242 @ @ Reboot | ACF | MORE mical6-picoB  10% 2days, 202752 @ @ Reboot | ACF | MORE Sc-vd0977 01% 110days, 16:45:07 @ Reoot | AcF | more | micaf-pmi  0.2% 38 days, 18:19:29 @ Reboot | ACF| MORE qubeQ? 1.9% 346 days, 23:43:35 @ Revoot | ACF| MORE |
mtcalé-bpm  0.7%  2days, 20:27:51 @ Reboot | ACF | MORE sc-vdl101 01% 110days, 16:45:07 ®  Reoot | AcF | moRe | mtcaO7-pmi  0.3% 38 days, 18:19:29 @ Reboot | ACF | MORE
e BT T rin0L 09% 44 days, 22:57:13 @ Reboot | ACF | MORE o e ~ = CPU%: 1.1 Expert
ls1-mica07-cpu-n0007 pe micaOB-pmi  02% 38 days, 18:19:29 @ Reboot | ACF | MORE Is2-qube08-crt-n1708 -
Mem%: 0.1 SSH CPU%: 16 Expert mtcaD%-pmi  0.29% 38 days, 18:19:29 @ Reboot | ACF | MORE s 3 _ssH |
. T D Is3-mtcal?7-cpu-n0017 Name eE gt
pt Mem%: 0.1 SSH diaa-st CPU%: 6.2 Expert micalo-ipmi  0.2% 38days, 18:19:29 @ @ Reboot | ACF | MORE
micad7-evr  0.2% 2 days, 20:31.08 @ Revoot | ACF| MORE Name CPU Uptime lag-stpc qube0s 18% 346days 234313 (3 @ Reboot | |ACF | moRE |
] 2031 pti Mem%: 0.5 SSH micall-ipmi  02% 38 days, 168:19:29 @ Reboot | ACF | MORE
mica07-picof  0.9% 2 days, 20:31:09 @ Reboot | ACF| MORE mitcal7-evr 01% 2days,18:41:16 @ @ Reboot | ACF | MORE Name CPU Uptime etz 102 % 155 doys, 101925 ® FRevoot | ACF | moRE v 1 .
37 . a1 e H . e
[ | mtca07-bpm  2.0% 2 days, 20:31:08 @ Reboot | ACF| MORE mtcall-pico  229% 2 days, 184115 @ Reboot | ACF | MORE fe-stpc01 05% 23days, 18:28:02 @ @ Reboot | ACF | MORE etz 102 % 155 doys, 101929 ® FRevoot | ACF | moRE Is2-qube09-crt-n4202 e SEH
A1 1 4 em o o
. mtcalr-bpm  0.6% 2days, 184115 @ @ Reboot | ACF | MORE fe-stpc02  Discon | Disk= Il Disconnd DiscofliTsT;13 mcalapmi 02% Wdays, 151529 () @ Reboot | ACF | MORE Name pU Uptime
s1-mtca08-cpu-n0008 CPU%: 43 | Expert fe-stpc03 06% 3Bdays, 195706 @ @ Reboot | ACF | MORE mcalspm  03% 38days, 151930 @ @ Reboot| ACE| MORE e 105 | uaye, 27 | OO [ R S
, . enu o Mem%: 0.2 SSH bds-mtcal8-cpu-n0018 CPU%: 34 Expert fe-stpc04 04% 38Bdays, 195706 @ @ Reboot | ACF | MORE TR YTy Ferm——— o Il il
ame ptime Mem %: 0.1 SSH fe-stpc05 05% 38days, 1957:06 @ @ Reboot | ACF | MORE micatrpm ] 02% 133 doys, 150529 ® Revoot | ACF | moRE - Eper
u micabB-evi  02% 95days 195548 @ @ Reboot | ACF | MORE | Name CPU Uptime fe-stpc06 04% 3Bdays, 105706 @ @ Reboot | ACF | MORE . o fs2-qube10-crt-n0108 + 12 et
micals-pmi  0.2% 38days, 181920 @ @ Reboot | ACF | MORE Mem%: 677 SSH
mitcal8-bpm 2.6% 27days, 232308 @@ RebDDtI ACF ] MORE mitcalB-evr 0.2% 4ldays, 174358 @ @ Reboot ] ACF ] MORE fe-stpc07 05% 38days, 10:57.05 @ Rebu-nt] ACF ] MORE mica1s-pmi B2 % 13 e, 15190 — ] ACE ] HORE — . Uptime
mtcal8-bpm  189% 27 days, 23:23:05 @ Reboot | ACF | moORE - o L]
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mitcal3-bpm 0.4%  2days, 1B:41:57 mtcald-picod 29%  2days, 17:09:04 & '@ Reboot ] ACF ] MORE

L1

CPU %: 1.3 Expert
n . n n n n N —— . bds-qube12-crt-n0105 =
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Figure 3: Overview of the status of all IOCs
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