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Abstract

The self-consistent multi-particle tracking based on
particle-in-cell method (PIC) has been widely used in par-
ticle accelerator beam dynamics study. However, the PIC
simulation is time-consuming and needs to use modern paral-
lel computers for high resolution applications. In this paper,
we implemented and optimized a parallel beam dynamics
PIC code on two types of hybrid parallel computer architec-
tures: one is the GPU and GPU cluster, while the other is
the “Knight Landing” CPU cluster.

INTRODUCTION

The particle-in-cell (PIC) method is widely used as the
self-consistent space charge solver in the simulation codes
in the accelerator community [1-7]. The PIC code is usually
computationally expensive. A number of parallel quasi-
static PIC codes using Message Passing Interface (MPI)
had been developed in the accelerator community for high
intensity/high brightness beam simulations [2-5].

The Graphics Processing Unit (GPU), which was origi-
nally developed for computer graphics and video game, now
becomes a general-purpose computer processor [8]. In con-
trast to the Central Processing Unit (CPU), one GPU contains
several hundreds or even thousands of cores , as shown in
Fig. 1 . The Compute Unified Device Architecture (CUDA)
library is a parallel computing platform and programming
model for GPUs developed by the NVIDIA [9]. It enables a
fast implementation of numerical model on GPUs and dra-
matically increases computing performance by harnessing
the power of the GPU.

Following the previous work [10-13], a multi-particle
tracking code based on PIC method is under development
using CUDA running at both single GPU and GPU cluster.
Using a single home-use GPU GTX 1060, the code speeds
up by more than 50 times compared with that running on
an AMD Opteron 6134 CPU core. Also, it shows good
scalability on a cluster when particle number is large.

Besides the GPU implementation, the code is also ported
and tuned on an advanced CPU cluster - Cori Knight Land-
ing(KNL), which is based on the Intel Many Integrated Core
(MIC) Architecture. The implementation and test on single
GPU and different clusters give a comprehensive evaluation
of the performance of PIC code on different hybrid computer
architectures.
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Figure 1: GPU vs CPU

In this paper, after the Introduction, the GPU implementa-
tion of PIC code, especially the parallel particle reordering,
is presented in Section 2. After that, the performance of
the tracking code running on single GPU, GPU cluster, and
CPU cluster is presented in Section 3. Finally, conclusions
are drawn in Section 4.

PIC CODE ON GPU

In a typical PIC method, the particles are deposited onto
the grid points firstly. Then, the field at grid points is ob-
tained by solving the Poisson equation using the Fast Fourier
Transformation (FFT). Finally, the particles are pushed and
kicked by the electromagnetic field. The loop continues until
we attain enough number of steps. When porting the PIC
method onto hybrid multi-core architecture, the second and
third steps are similar to a regular serial PIC code. However,
as to the first step (depositor) using multi-thread, the race
condition rises and may lead to wrong results. To avoid the
race condition, it’s necessary to reorder the particle before
the depositor at each steps by dividing the girds into smaller
tiles.

To reorder the particles, firstly, the arrays nhole and
ndirec are declared to handle the indices and the number of
particles that would leave the current tile to each direction,
as shown by the orange arrows in Fig. 2. The nhole is
pre-allocated at given size, which determines the maximum
number of particles leaving these current tiles. The size is
calculated by the available GPU memory size.

Secondly, the particles leaving a tile are copied into an
ordered global buffer: pbuff. With a running sum to the
ndirec, we can know the memory address where we would
put the particles to, so the particles going to the same direc-
tion are stored contiguously.

Thirdly, for each tile, we could know how many particles
would move in and where they are located in pbuff by the

THPAK043
3309

©= Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.



9th International Particle Accelerator Conference
5 ISBN: 978-3-95450-184-7

Buffer

Tile Tile

\ NN\

\ -
\\‘\ \‘ \\
VNN

Figure 2: Particle reordering.
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= nhole and ndirec of the neighbor tiles. If there is a particle
8 = that leaves this tile, the hole left would be filled by incoming
; £ particle firstly. After all holes are filled, the particle data is
£ written at the end of the array. If there are still holes after
S we wrote all incoming particles, the last several particles are
§ moved to fill the holes.
In this way, we ensure that the particles are ordered in this
E tile and always occupy a continues memory. After reorder-
= ing and depositing the particles onto the grid, the next step is
~+ to solve the Poisson equation on the grid. In the GPU imple-
g mentation, we use NVIDIA’s CUDA Fast Fourier Transform
£ Library (cuFFT) [14] to do this.
% We tested domain decomposition parallel method by using
£ multi-GPUs to process different spatial sub-domains, so each
§ GPU would have less computation and thereby the speed
£ of the program would be increased. However, domain de-
3 composmon requires communication among different GPUs.
é Since the GPUs cannot directly exchange information among
Qeach other currently, especially between different nodes, we
= need to copy the data from the GPU back to the CPU mem-
8 ory and communicate on the CPU side, which will takes
3 5 extra time. So the efficiency of the domain decomposition
5 paralle] method will depend on the balance of extra data
= movmg time and the reduced computation time. Accord-
i ing our test, domain decomposition parallel method doesn’t
E show any advantage.

aint

mus

PERFORMANCE

The performance of PIC code was tested on a single GPU,
GPU cluster Titan and CPU cluster Cori Knight Landing [15,
16]. In the following of this section, the performance running
on each computer platform is presented.

Single GPU Speedup

The speed of the PIC code running on single GPU is
o tested firstly. The GPU code uses an NVIDIA GeForce GTX
21060 6GB. For comparison, the CPU code runs on an AMD
EOpteron(TM) Processor 6376, 2.3GHz. The speedup is
S calculated by the CPU runtime divided by the GPU runtime.
.« In this performance test, the grid number is 64 X 64 X 64
= while the particle number varies from 16 thousand to 1.6
S million.

As shown in Fig. 3, generally, we achieved a speedup of
£ more than 40 for the whole PIC code. The speedup of the
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Poisson solver, colored as orange in Fig. 3, is about 64 and
almost keep constant as expected. The speedups of some
other functions, like depositor, kicker, pusher, and output,
become larger as the increase of particle number.

The depositor of GPU code also includes the particle re-
ordering operation. Because of the irregularity of reordering,
the speedup of depositor is relatively low. The diagnostic
output also contains the calculation of the statistics of the
beam parameter, and the reason for low speedup is due to
the limit of output bandwidth. The relatively small speedups
for depositor and output reduce the speedup of the entire
code.
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Figure 3: The speedup of PIC Code using single GPU.

The speedup of the total time decreases when the par-
ticle number becomes larger. The reason is that the time
consumed by the depositor, which has a lower speedup, dom-
inates when the particle number becomes larger.

Overall, we attain a speedup of more than 60 for the Pois-
son solver, and about 40 for the whole code using a home-use
GPU. This is about two times faster than its MPI version
running on a 64 cores computer.

GPU Cluster Speedup - Titan

After testing on a single GPU, a scaling test for PIC code
on GPU cluster was done on TITAN. Figure 4 shows the
results with 1.6M particles. The total time decreases with
more GPUs, and reach minimum at 32 GPUs. The reason
is that the time consumed by pusher, kicker, and depositor
dominates in the large particle number case, which can be
well speeded up by multi-GPUs.
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Figure 4: The scalability of the PIC code using 64 x 64 x 64
grid points and 1.6M particles on Titan.

However, when we try a even larger number of particles,
16M particles, we cannot run the code on only 1 or 2 GPUs,
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as seen in Fig. 5. It should be noted that the problem size
is limited by the GPU memory size. Unlike CPU memory,
which can be easily extended, the GPU memory is fixed in a
given GPU model. Ideally, for a GPU with a memory size
of 6GB, the maximum particle number is about 60M with a
uniform distribution. But it is difficult to reach this number
because it’s more common to use a WaterBag, or a Gaussian
distribution instead of a uniform distribution in most of the
accelerator applications. Except for efficiency, the limit by
memory size is another reason why we need multi-GPUs.
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Figure 5: The scalability of the PIC code using 64 X 64 x 64
grid points and 16M particles on Titan.

CPU Cluster Speedup - Cori-KNL

Besides GPU cluster, the PIC code is also ported and
tested on Cori Knight Landing(KNL), a hybrid supercom-
puter based on MIC technology. The OpenMP(OMP) di-
rectives were added to the original pure MPI code to adapt
to the Intel Many Integrated Core (MIC) architecture. The
new hybrid MPI+OpenMP PIC code uses fine-grained paral-
lelism, and the balance between MPI rank size and OpenMP
threads number at given number of cores is finely tuned. For
the potential race condition at some subroutines, like depos-
itor, the OpenMP intrinsic reduction and atomic operator
is used. Aa strong scaling test was done using gradually
increasing number of nodes with different problem sizes. It
should be noted that the Cori Knights Landing has 68 CPU
cores per node, however, we only used 64 cores per node for
easier comparison.

Using pure MPI, the code shows a good scalability in
Fig. 6, where the abscissa is the number of nodes, and the
left ordinate is time by seconds, while the right ordinate is
memory usage by GB. The total time decrease first and reach
minimum on 32 nodes, after which the total time starts to
increase, and the time for communication dominates.

The comparison of total time and memory usage by pure
MPI(OMP=1), OMP=2, and OMP=4 is shown in Fig. 7. The
difference is small. But for some case, like node = 16, the
pure MPI is faster than the OMP=4 by a factor of about 2.
As to the memory usage, a larger OpenMP threads number
always wins. In most cases, the pure MPI is a good choice
if we have a large enough memory.

For comparison between GPU code and CPU code, a
common problem size in real physics simulation, 1.6 million
particles and 64 x 64 x 64 grid points, is selected. The total
loop time using a single Nvidia GeForce GTX 1060 GPU
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Figure 6: The time consuming of PIC code using multi-node
at Cori knight Landing.
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Figure 7: a) total time and b) memory usage of different
parallel configuration.

card is 3.56 seconds. It is comparable with the CPU code
running at around 4 or 8 nodes on Cori Knight Landing. In
other words, for our PIC code, the performance of using one
GPU card is comparable with that using 256 to 512 Knight
Landing CPU cores.

CONCLUSIONS

A multi-particle beam dynamics simulation code using
PIC method was implemented on GPU using the CUDA
library. The GPU code structure and parallel strategy about
how to avoid race condition were discussed. We achieved a
maximum speedup of more than 50 using a common home-
use GPU. The PIC code also shows good scalability on a
GPU cluster Titan. We also ported this code and explored
the performance optimization on Cori Knight Landing. In
the future study, we will continue to extend this code and to
enhance the efficiency. We would also like to compare PIC
model with the gridless symplectic models on GPUs in our
future work.
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