CHALLENGES IN SIMULATING BEAM DYNAMICS OF DIELECTRIC LASER ACCELERATION
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Abstract

Dielectric Laser Acceleration (DLA) achieves the highest gradients among structure-based electron accelerators. The use of dielectrics increases the breakdown field limit, and thus the achievable gradient, by a factor of at least 10 in comparison to metals. Experimental demonstrations of DLA in 2013 led to the Accelerator on a Chip International Program (ACHIP), funded by the Gordon and Betty Moore Foundation. In ACHIP, our main goal is to build an accelerator on a silicon chip, which can accelerate electrons from below 100 keV to above 1 MeV with a gradient of at least 100 MeV/m. For stable acceleration on the chip, magnetically focusing techniques are insufficient to compensate the strong acceleration defocusing. Thus spatial harmonic and Alternating Phase Focusing (APF) laser-based focusing techniques have been developed. We have also developed the simplified symplectic tracking code DLATrack6D, which makes use of the periodicity and applies only one kick per DLA cell, which is calculated by the Fourier coefficient of the synchronous spatial harmonic. Due to coupling, the Fourier coefficients of neighboring cells are not entirely independent and a field flatness optimization (similarly as in multi-cell cavities) needs to be performed. The simulation of the entire accelerator on a chip by a Particle In Cell (PIC) code is possible, but impractical for optimization purposes. Finally, we have also outlined the treatment of wake field effects in attosecond bunches in the grating within DLATrack6D, where the wake function is computed by an external solver.

INTRODUCTION

The Accelerator on a Chip International Program (ACHIP) [1], funded by the Gordon and Betty Moore Foundation in the period between 2015 and 2020, aims to explore Dielectric Laser Acceleration (DLA). This nascent acceleration scheme provides the highest gradients among structure-based (non-plasma, non-vacuum, etc.) electron accelerators and thus allows reduction of the size of high energy electron accelerators significantly. The principle of DLA relies on the inverse Smith-Purcell (or the inverse Cerenkov effect) and was first proposed in 1962 [2, 3]. In 2013, the accelerated...
eration of relativistic electrons was first demonstrated at SLAC with a gradient of more than 250 MeV/m in a SiO$_2$ double grating structure driven by a 800 nm Ti: Sapphire laser [4]. In the same setup, the gradient was later increased to 690 MeV/m [5]. Also in 2013, strongly sub-relativistic electrons (27.7 keV) were accelerated by the group at FAU Erlangen with a gradient of 25 MeV/m using a single grating structure at the third spatial harmonic [6]. The group at Stanford University used a silicon dual pillar structure to accelerate 96 keV electrons with a gradient of more than 200 MeV/m [7] and a similar experiment at 30 keV with few-cycle laser pulses was done at FAU Erlangen [8]. An example of such a dual pillar structure is shown in Fig. 1. These schemes all utilize laterally incident lasers with polarization in the electron beam direction, thus the accelerating near field is a standing wave. It is also possible to use longitudinally coupled (traveling wave) structures, see [9] for details and a general overview.

The goal of ACHIP is to build an accelerator as sketched in Fig. 2, which can accelerate electrons from electrostatic sources (<100 keV) to above 1 MeV. A second goal is to make use of the accelerator by exploring the options of DLA based deflection (see e.g. [10]), which can potentially lead to laser driven undulators [11–13].

For the sub-relativistic experiments in the ACHIP collaboration we mostly use $\lambda_0 = 2\mu$m femtosecond laser pulses, generated by Optical Parametric Amplifiers (OPA) or by novel Tm or Ho-Tm fiber laser amplifiers currently under development. The electron source needs to provide ultra-low emittance, particularly at low energy. For a lossless sub-100-keV injection into a DLA operating at 2$\mu$m, geometric emittances smaller than 0.1 nm are required [17]. Different emitters are available to produce these low emittances, e.g. [18], or see [19] for an overview. At these emittances, the achievable charge is quite small at the moment. We hope to achieve higher average charge in the future by increasing both the repetition rate and the single microbunch charge.

**DIFFERENT MEANS OF LASER COUPLING**

All the DLA experiments performed so far have used free space laser coupling. At longer interaction length, it is necessary to provide symmetric fields, such that there is no coherent deflection force. There are different means to obtain symmetric fields in the acceleration channel, the simplest is to illuminate the structure symmetrically from both sides with equal phase and polarization. If this is impractical from the optics point of view, the fields of a single side drive laser can also be symmetrized by using a Bragg mirror on the chip [20,21].

The laser fluence on each DLA cell can be reduced by shortening the pulse and tilting the pulse front [22, 23], such that it remains synchronous with a few electron bunches over a distance (or duration) much longer than a single DLA cell is illuminated, see Fig. 3. Practically, the pulse front tilt...
can be achieved, for example, by a prism or by a reflection grating with unequal incidence and reflection angles [22,23].

Another option to increase the interaction length in the accelerator structure is an on-chip waveguide system [24], see Fig. 4. This supplies different parts of the accelerator structure with the appropriate phase and group delay. Moreover, a different, higher damage threshold and lower refractive index material can be used to convey higher laser fluence in the waveguides, which can be split in waveguides before coupling to the high refractive index accelerator structure. Using this technique, it is possible to produce a similar illumination pattern as would be obtained by pulse front tilt in free space.

FIELD COMPUTATION FOR A SINGLE DLA CELL

The laser field computation of a single DLA cell using periodic boundary conditions is not a challenge, since its electrical length $L/\lambda$ is on the order of one. It can be simulated by various techniques such as Finite Difference / Finite Integration Time Domain (FD/FI TD) codes [25,26], Finite Difference Frequency Domain (FDFD) codes [27], or Finite Element Frequency Domain (FEFD) codes [26,28]. These can be combined with various optimization techniques, in order to find structures with highest gradient, lowest field inside the material, or highest bandwidth. Of course, these optimization goals compete, such that an optimum can only be found in the sense of a Pareto-front. Simple DLA structures can also be designed from a physical point of view, such that maximum electric field modulation at the synchronous harmonic is achieved, which results in Bragg cavity structures [28,29]. A more mathematical approach is rather to use adjoint methods to perform large-scale, gradient-based optimization of the full permittivity distribution [30]. However, these methods tend to generate non-intuitive device geometries and sometimes require additional constraints to create fabricable structures. Moreover, adjoint methods have also been used for other parts of the integrated DLA, such as grating couplers [31].

![Figure 4: On-chip waveguide laser power delivery system. Picture adapted from [24].](image)

We will summarize and slightly add to DLAtrack6D, the one kick per cell tracking approach originally conceived in [29]. The kicks are sufficiently described by one complex coefficient per DLA cell, where the longitudinal and transverse dependencies are derived analytically. Although the derivation holds true only for strict periodicity, small deviations can be accepted within reasonable error. Also fringe fields are not included, even in practice they should be reduced as much as possible. The effect of fringe fields is however strongly dependent on the quality factor of the structure, usually determined by the available bandwidth.

Starting from the longitudinal energy gain, the kicks in all directions are computed and then used for symplectic tracking. The energy gain of an electron with charge $q = -e$ can be written as function of the time domain electric field $E_\perp$, its Frequency Domain (FD) phasor $\mathbf{E}_\perp$, or by means of spatial Fourier series in periodic DLA structures

$$\Delta W(x,y,s) = q \int E_\perp(x,y,z; t = (z + s)/\nu) dz (2)$$

$$= q |A_{gz}|^2 \text{Re} \left\{ e^{2\pi i p x / \lambda} \mathbf{E}_m(x,y) \right\}. (3)$$

Here the spatial Fourier coefficient is computed as

$$\mathbf{E}_m(x,y) = \frac{1}{A_{gz}} \int |A_{gz}|^2 E_\perp(x,y,z) e^{2\pi i p x / \lambda} dz. (4)$$

The above relation holds only if the Wiedemann condition $A_{gz} = m \beta_\lambda$ is fulfilled, where $A_{gz}$ is the grating period and $\beta$ is the velocity in units of $c$. In the following we will restrict the arbitrary integer spatial harmonic $m$ to $m = 1$, which usually has the strongest amplitude $\xi_1$.

The transverse kicks can be obtained by exploiting the known transverse dependency of $e_1(x,y)$ on the transverse coordinates. From the Panofsky-Wenzel theorem [32], conveniently written as

$$\nabla' \times \Delta \mathbf{p}(x,y,s) = 0, (5)$$

where the relative gradient is $\nabla' = (\partial_x, \partial_y, -\partial_s)$, we obtain under the synchronicity condition

$$\Delta \mathbf{p}_\perp(x,y,s) = -\frac{j^2}{2\pi} q \frac{1}{\beta c} \text{Im} \left\{ e^{2\pi i p x / \lambda} \mathbf{E}_1(x,y) \right\}. (6)$$

For a symmetric laser illumination the transverse dependencies can be written as

$$\xi_1(x,y) = \xi_1(0,0) \cosh(ik_z y)e^{ik_z x}, (7)$$

where $k_x$ includes the option of a tilt of the grating or the laser incidence, $k_z = 2\pi / (\beta \lambda_0)$, and $k_z = \pm \sqrt{(2\pi / \lambda_0)^2 - k_x^2}$ for a grating tilt angle $\alpha$ (see Fig. 5). For a grating tilt angle $\alpha$ (keeping the polarization parallel to the electron beam) we obtain $k_z = k_z \sin(\theta)$. After some manipulations, we finally...
obtain the kicks [29]

\[
\Delta x' = -\frac{q\lambda_0}{p_{z0}c} \tan(\alpha) \cosh(ik_y y) \Re\{e^{i\varphi + ik_x x}\} \\
\Delta y' = \frac{-ik_y \lambda_0^2 q \beta}{2p_{z0}c} \sinh(ik_y y) \Im\{e^{i\varphi + ik_x x}\} \\
\Delta \delta = \frac{q\lambda_0}{\gamma m_e c^2} \Re\{e^{i\varphi + ik_x x} - e^{i\phi}\}
\]  

(8a) \quad (8b) \quad (8c)

In case of an anti-symmetric illumination, i.e. a \( \pi \) phase shift between the two laser beams, the transverse dependence is

\[
e_{1}(x, y) = e_{1}(0, 0) \sinh(ik_y y) e^{ik_x x}
\]

(9)

and the kicks are accordingly

\[
\Delta x' = -\frac{q\lambda_0}{p_{z0}c} \tan(\alpha) \sinh(ik_y y) \Re\{e^{i\varphi + ik_x x}\} \\
\Delta y' = \frac{-ik_y \lambda_0^2 q \beta}{2p_{z0}c} \cosh(ik_y y) \Im\{e^{i\varphi + ik_x x}\} \\
\Delta \delta = \frac{q\lambda_0}{\gamma m_e c^2} \Re\{e^{i\varphi + ik_x x}\}
\]

(10a) \quad (10b) \quad (10c)

Note that in the sinh-mode, the energy gain of the synchronous particle is always zero, since the longitudinal electric field vanishes in center of the channel. The sinh-mode can be used as a diagnostic, in order to convert a temporal profile into an angle distribution profile [33], which is usually referred to as beam streaking.

The symplectic one-kick-per-cell tracking is independent of the realization of the kick functions and reads

\[
\begin{pmatrix}
x' \\
y' \\
\varphi' \\
\delta'
\end{pmatrix}^{(n+1)} =
\begin{pmatrix}
x \\
y \\
\varphi \\
\delta
\end{pmatrix}^{(n)}
+ A_{xz} \frac{\Delta x'}{p_{z0}}
+ A_{yz} \frac{\Delta y'}{p_{z0}}
+ \frac{\Delta \delta}{\beta_{x} c \gamma}
\]

\]

(11)

with the tracking variables in paraxial approximation

\[
\begin{align*}
x' &= \frac{P_x}{p_{z0}} \\
y' &= \frac{P_y}{p_{z0}} \\
\varphi' &= 2\pi \frac{s}{\lambda_{gz}} \\
\delta' &= \frac{\Delta \delta}{W_0 - W_0}
\end{align*}
\]

(12)

where \( W_0 = \gamma m_e c^2 \) and \( p_{z0} = \beta y m_e c \). The adiabatic damping of the transverse emittance is described by

\[
A^{(n)} = \frac{(\beta y)^{(n+1)}}{(\beta y)^{(n)}} = 1 + \left[ \frac{\lambda_0 q \Re\{e^{i\varphi + \varphi_1}\}}{\beta y m_e c^2} \right]^{(n)}
\]

(13)

While keeping the synchronicity condition by appropriately chirping the structure, the acceleration ramp can be written as

\[
W(N) = W(0) + q \sum_{n=1}^{N} (\beta y)^{(n)} \Re\{e^{i\varphi + \varphi_1}\}^{(n)}
\]

(14)


We note that chirping the structure length while maintaining constant phase \( \arg(e_1) \) is possible by correcting the phase drift with another parameter in the structure design [20].

DLAtrack6D is written in Matlab [34], it is based on a phase space structure that allows for vectorized updates in each DLA cell. The code, together with a brief manual, will be made available to the community soon.

**ELECTRON BEAM FOCUSING**

Optical near field accelerators cannot rely on magnetic focusing only, since the small scale of the near field requires sub-micron beam sizes which in turn would require magnetic field strengths unachievable by conventional quadrupole magnets [35]. Thus a laser-based focusing scheme is required to make DLA scalable.

Two different options have been proposed for focusing with the phase dependent transverse laser fields. In 2012 the group at UCLA has proposed spatial harmonic focusing [36]. Stability of the electron beam could be predicted by means of retracting ponderomotive forces due to non-synchronous harmonics, while the synchronous harmonic serves for acceleration. However, the beam envelope at given emittance could not be determined more accurately than in the smooth approximation. Moreover, the focusing harmonic needs to be quite strong (much stronger than the accelerating harmonic), which puts a constraint on the choice of materials and pulse length due to the damage threshold fluence. In particular, this scheme has been implemented with SiO$_2$ structures at relativistic energies [37].

Recently, Niedermayer et al. have proposed Alternating Phase Focusing for DLA [17]. Here, we work only with a single spatial harmonic, i.e. \( e_1 \), but its phase can be changed by means of fractional period drift elements. The hereby generated longitudinal/transversal alternating focusing gradients
can be integrated in the Courant-Snyder sense. Thus a scalable scheme is obtained, where about half (dependent on the synchronous phase) of the synchronous harmonic is translated to acceleration gradient. The required pre-bunching on the optical scale can be obtained with the same scheme, see [17]. Due to the exact integration of the lattice (and thus a precise determination of the beam envelope) and the efficient translation of incident field to acceleration gradient, this scheme is particularly suited for sub-relativistic DLAs working with high refractive index Silicon structures that have a rather low damage threshold. An outline of such a structure is depicted in Fig. 6.

Figure 6: Outline of an APF DLA structure, picture adapted from [29].

FULL SCALE SIMULATION TECHNIQUES

For full scale tracking and PIC simulations we mostly use the codes CST Studio Suite [26] and VSim [25]. A full scale PIC simulation is however numerically quite heavy, thus we prefer to do this only for finished designs and rely on DLATrack6D for design studies. In CST, we have the convenient option to calculate the fields in either in TD or FD and store them as frequency domain phasors, i.e. one complex number per mesh edge. Note that storing in FD does not necessarily mean computation in FD; in fact, FD simulations become intractable as the simulation size becomes large, so instead, TD computation can be performed along with an on-the-fly Fourier Transform.

We use VSim in cases where large scale computing is required. Moreover, including a pulse front tilted laser beam is rather involved in CST at the moment, thus we did this in VSim. The capability of VSim for electron energy loss in materials, to model experiments where part of the electron beam clips the structure, was also added and showed good agreement with experiments [5]. In the near future, we plan to conduct high performance PIC simulations to assess the effects of fringe fields and imperfect field flatness, wake fields, and radiation emission using NERSC cluster time awarded to the ACHIP collaboration partner TechX.

ONGOING EXPERIMENTS

Simulations are conducted for the design and the evaluation of different ongoing DLA experiments. The simplest one uses the intrinsic phase focusing properties of a DLA structure [38]. In this experiment, the electrons are injected at random phase, which means that they are either focused or defocused, i.e. a cross-shape is formed in transverse phase space (see also [20]). An aperture lets only the focused electrons pass, the defocused ones are lost. This transmission is however still higher than in the absence of the laser, i.e. when there is no focusing at all. This experiment can also be run in deflection (sinh) mode, i.e. the electrons are deflected to the left or right, dependent on their phase. Strong deflection will reduce the transmission through the aperture accordingly, which is readily measurable.

Another ongoing focusing experiment is APF with a Bragg mirror, as outlined in Fig. 7. As discussed in detail in [17], this APF focusing channel transports particles at all phases. A pre-bunching is not required for transport only, however it would be required for acceleration. In the bottom of the figure, the longitudinal electric field is plotted. Different options for filling the half cell spaces for phase jumps have been simulated. In the end, it turned out that the spacers are only helpful in the beginning and the end of the structure and within it is sufficient to leave half a cell empty.

Figure 7: Alternating Phase Focusing single laser beam transport structure (top), normalized longitudinal electric field phasor magnitude with laser from bottom (center) and on axis field flatness plot (bottom), obtained by CST MWS in TD.
Moreover, another crucial optimization is to tune the Bragg mirror distance such that the fields in the channel become symmetric. After the optimized fields have been determined, electron tracking can be done both in DLAttract6D and full PIC codes. Figure 8 shows how the fraction of electrons transported through the structure is dependent on the laser field strength (DLAttract6D).

The minimal beta-function is obtained at roughly 200 MV/m, where maximum transmission occurs. Beyond that point, the beam is first over-focused, and eventually leaves the area of stability. The reason for the losses at the matched $e_1$ is the geometric emittance of 0.3mm (Gaussian distribution initially), which is larger than the acceptance of the structure. Once saturated at about 50%, the electrons can be transported over an arbitrary distance, which is limited only by the defocusing in the direction of the pillar height. Roughly the same results are obtained by tracking in the CST PIC solver.

In succession to [33, 39], we plan a two stage buncher-accelerator or buncher-streaker experiment, see Fig. 9. Here we use dual drive from two stages, with independent phase control and independent amplitude control of lasers 1 and 2. The first DLA stage is normally run in cosh-mode and serves as a buncher. The second stage can be either run in cosh-mode for acceleration, or in sinh-mode for streaking. Replacing the first (buncher) structure by an APF-type structure. Once saturated at about 50%, the electron tracking can be done both in DLAtrack6D and full PIC codes. Additionally, at such energy the deflection and acceleration defocusing is rather small. Therefore, we are restricted only by the conventional electron optics (Rayleigh length) and the available laser pulse energy, which can be cast in a tilted pulse. Details of the outlined experiments can be found in [40, 41].

Moreover, relativistic energy experiments are also outlined at the SINBAD facility at DESY, where an inverse FEL undulator together with a chicane will be employed for optical-scale bunching of the beam before it is injected into the DLA. Driving the DLA with the same laser as is used for seeding the inverse FEL allows for the precise phase control required for coherent acceleration [42].

The group at UCLA aims for a 2-cm long DLA experiment at about 5 MeV injection energy at the Pegasus facility [43]. Challenges are that focusing of the beam is still required and also a slight chirp needs to be imprinted to account for the slightly sub-relativistic velocity. Creating both the focusing harmonics and the chirp is planned to be achieved by a strictly periodic SiO$_2$ grating fed by a tilted laser pulse that is modulated by a Spatial Light Modulator, see e.g. [44].

**CURRENT STATUS AND OUTLOOK**

We are now able to perform start-to-end simplified simulations of larger DLA chips with DLAttract6D. For full scale 3D PIC or tracking simulations a cluster computer is required. The experiments performed at the moment can still be simulated well in 2D by available PIC codes. However, it is expected that the structure lengths will soon significantly increase.

One option for efficient large scale PIC for DLA would be a moving window code, which discretizes only the co-moving environment of a few electron micro-bunches. The rest of the structure contains neither electrons nor laser energy, since we strongly restrict the interaction region by applying the pulse front tilt or other means of selective synchronized illumination.

The charge we accelerate in current DLA experiments is mostly rather low. However, at particular high energy experiments as e.g. at PSI, the entire beam is put through the small aperture of the DLA. We expect to see wake field effects here for the first time. Simulations of wake field effects are already in place [45]. We outline to integrate
linear and non-linear wake kicks from precomputed wake functions into DLAtrack6D as well. With this we will be able to properly predict the strength of beam loading effects and longitudinal and transverse beam instabilities in longer DLA structures.
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