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System “Controller”

 Standard commodity rackmount server running Linux

 Excellent price/performance ratio

 Can be configured to suit system needs

 Many standard tools/compilers/codes available

 Easily upgradeable

 Two 10G Ethernet  Interfaces
• One for local “Bus” private network

• One for Controls Network

Gigabit Ethernet Control/Readout “BUS”

 Distributed Data Communication Protocol (DDCP)

 Client/Server protocol developed at FNAL

 Can be implemented with UDP or TCP/ip

 Bench tests show no speed loss from UDP to TCP/ip

 Use Jumbo Packets (9kb)

 Header & Payload construct

 Feature concept to abstract software from device 
implementation

 Provide for interrupts from Device to Controller

PIP2IT BPM System

 First full system implementation

 25 Beam Position Monitors – 4 channels per pickup
• 2 DDC per channel -> I/Q at 1st and 3rd Harmonics

• Variable rate from 1MS/s to 50KS/s

• Data – (1k samples)*2*2*4*(4 byte) = 32kB/bpm

 Pulsed beam @20Hz
• Positions (X,Y), Phase, Intensity (1st & 3rd)

• Average over pulse and pulse waveform

 See >100MB/s real readout speeds 

Ethernet Switch “Backplane”

 Standard commodity managed ethernet switch
• 32 port 10G Switch

• Standard network monitoring and diagnostics

• Possibility to interleave 1G devices

 Leverage huge existing infrastructure

 Provides a great deal of flexibility…
• Devices can be separated over large distances

• Controller may be in controlled environment

Custom Digitizer “Device”

VME form factor with Gigabit Ethernet on front-panel

VME crate used for power and cooling

8 channel 250MS/s 16bit JESD204b ADCs

Clocks locked to external machine reference

Altera Aria V FPGA with NIOS softcore
• Use NIOS for slow control

• Use dedicated HDL for high speed data

• Use UDP to simplify interface

 Replace Device NIOS softcore with hardcore SoC
• UDP -> TCP/ip more robust

• Simplify device code

• Path to increase speed 10G and beyond

The Future…

 Very flexible Architecture
• Devices can be anything with ethernet port

• Single box, Crate of devices, mTCA crate, etc

• One Controller can support many systems

 Ethernet is not going away

 Huge market -> low costs

 Clear upgrade Roadmap for Ethernet
• 10G, 50G, 100G, beyond…

 Ideal for future streaming applications (CW Beams)
 No readout noise on sensitive instruments


