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Abstract 
To achieve the bunch-by-bunch longitudinal phase 

measurement, Shanghai Synchrotron Radiation Facility 
(SSRF) has developed a high-resolution measurement sys-
tem. We used this measurement system to study the injec-
tion transient process, and obtained the longitudinal phase 
of the refilled bunch and the longitudinal phase of the orig-
inal stored bunch. A large number of parameters of the syn-
chronous damping oscillation are included in this large 
amount of longitudinal phase data, which are important for 
the evaluation of machine state and bunch stability. The 
multi-turn phase data of a multi-bunch is a large two-di-
mensional array that can be converted into an image. The 
convolutional neural network (CNN) is a machine learning 
model with strong capabilities in image processing. We 
hope to use the convolutional neural network to process the 
longitudinal phase two-dimensional array data and extract 
important parameters such as the oscillation amplitude and 
the synchrotron damping time.  

INTRODUCTION 
With the enhancement of computer computing perfor-

mance, machine learning technology has been greatly de-
veloped in recent years. In particular, the concept of deep 
learning allows us to use algorithms to deal with the com-
plex problem with a large amount of data. Accelerator 
scholars have also begun to gradually apply machine learn-
ing technology to beam measurement and diagnosis, have 
achieved some remarkable results [1]. 

The development of machine learning in image pro-
cessing is obvious to all, such as face recognition, auto-
matic driving and so on. Using image processing tech-
niques such as convolutional neural networks, we can give 
machines the ability to process image data. In our field of 
beam measurement, we collect huge amounts of data every 
day. These data are often stored in two-dimensional or even 
multi-dimensional arrays. If the two-dimensional array is 
restored according to the storage method of the grey value 
image, it can be drawn into a greyscale image. So can we 
use cutting-edge deep learning techniques such as multi-
layer convolutional neural networks to process such data in 
the form of multi-dimensional arrays and extract the infor-

mation we need from it? In this regard, we made a prelim-
inary attempt. The object we are dealing with is the electri-
cal signal data of the BPM electrode at the instant of the 
accelerator injection. We hope to use this data to extract the 
relevant parameters of synchrotron damping oscillation 
when injecting transients. 

The study of the injection transient is helpful for opti-
mizing the state parameters of the injector and understand-
ing the physical process of the fusion of the stored charge 
and the refilled charge during the injection [2]. Therefore, 
starting from 2012, the BI group of SSRF (Shanghai Syn-
chrotron Radiation Facility) performs bunch-by-bunch 
phase measurement analysis, and uses phase multi-channel 
delay sampling technology and table look-up method to 
achieve phase acquisition. These phase data are fitted by 
gradient descent method or the fitting function library in 
commercial data software such as Matlab to obtain the syn-
chronous damping oscillation parameters. The most primi-
tive data is the BPM electrical signal obtained using a dig-
ital acquisition board. These electrical signals are stored in 
the form of multi-dimensional arrays. If we treat these data 
as multiple images and deal with it with deep learning 
multi-layer convolutional neural networks, we can directly 
extract the synchrotron damping oscillation parameters of 
the injection transients, which will greatly streamline the 
data processing process and provide a viable solution for 
instant online processing [3]. 

CONVOLUTIONAL NEURAL NETWORK 
Convolutional Neural Networks (CNN) is a type of feed-

forward neural network with convolutional computation 
and deep structure. It is one of the representative algo-
rithms of deep learning [4-5]. Convolutional neural net-
works have the ability to represent learning, and can shift-
invariant classification of input information according to 
their hierarchical structure. Therefore, it is also called " 
Shift-Invariant Artificial Neural Networks, SIANN” [6]. 

Convolutional neural networks are inspired by the visual 
organization of living things. Visual cortical cells receive 
signals from photoreceptors on the retina, but a single vis-
ual cortical cell does not receive all of the signals from the 
photoreceptor, but only accepts the signal from the stimu-
lus region it dictates. Only by feeling the stimulation in the 
field can the neuron be activated. Multiple visual cortical 
cells systematically superimpose the receptive field, com-
pletely receiving signals transmitted by the retina and es-
tablishing a visual space. 
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DATASET FOR CNN 
The data set consists of 482 sets of BPM electrical sig-

nals captured at the instant of accelerator injection. We use 
a threshold trigger algorithm to automatically capture the 
injection process. In order to realize the acquisition of 
BPM electrical signals, we chose a high-speed data acqui-
sition board, and with the fixed delay line, we realized that 
each single bunch collects two data points every turns 
when it goes through the BPM. These two data points are 
derived from the same electrode of BPM, separated by 
100ps. We use channel A and channel D to refer to these 
two data channels. The stored data format is 512*2080*2. 
Among them, 512 is more than 500 bunches in the storage 
ring of Shanghai light source. We collect more than 2000 
data in each injection, in which the injection process starts 
from the first hundred circles, and 2 represents the two data 
channels A and D. In order to facilitate the processing and 
speed up the training process, we cut and normalize the 
data. In order to highlight the injected beam, we expanded 
the injected bunch by 300. The data finally introduced into 
the algorithm is 482*800*1800*2 in the range of 0-1. The 
dataset is shown in Table 1. 

Table 1: Dataset for CNN 
Margin Original data Pre-processed data 
Shape 482*512*2080*2  482*800*1800*2 
Sets 482 482 
bunch 512 500 
Turns 2080 1800 
Channel 2 2 
range -15000-20000 0-1 

 

APPLICATION OF CONVOLUTIONAL 
NEURAL NETWORK IN DATASET 

After the data pre-processing is completed, the data of 
the two channels A and D in each group of data can be 
drawn into images which shown in Fig. 1 and Fig. 2. We 
divide the data set into a training set and a test set according 
to 3:1, and use the synchrotron damping oscillation param-
eters obtained by a series of methods such as look-up table 
method as labels. The goal is to extract the amplitude and 
damping time in synchronous damped oscillations by a 
convolutional neural network (shown in Fig. 3). 

 
Figure 1: A group data of A channel drawn into an image. 

 
Figure 2: A group data of D channel drawn into an image. 
D channel is similar to A channel. The difference between 
them is caused by the delay(100ps). With both of them, we 
can remove the influence of different charge quantities to 
get the phase oscillation parameters. 

Figure 3: Machine learning schematic to predict synchro-
nous damped oscillation parameters. 

In each prediction, we have two images composed of A 
and D channels. The corresponding position data of the two 
images is the BPM data of the same bunch on the same turn. 
The two have 100 ps delay. Using this two-channel data, 
we can remove the effects of different charge quantities be-
tween different bunch and extract the phase oscillation pa-
rameters. Considering the relationship between the two 
pictures, we refer to the three-channel simultaneous pro-
cessing method of the three primary colors of the color pic-
ture, and treat each training picture as a color picture with 
two primary colors. That is, the training data is a picture of 
1800*800 with a thickness of 2. 

We have established a convolutional neural network 
consisting of one input layer, five convolutional layers, six 
pooling layers, two fully-connected layers, and one output 
layer to deal with this problem (shown in Fig. 4). The con-
volution kernel in the convolutional layer can respond to 
the coverage data, and the convolutional layer extracts the 
different characteristics of the input by the movement of 
the convolution kernel on the input layer. By pooling the 
data, the pooling layer downsamplings a large matrix into 
a small matrix, reducing the amount of computation and 
preventing overfitting. The fully-connected layer is similar 
to the common BP artificial neural network. Each neuron 
is connected by a weight parameter and activated by the 
activation function after the weighted average. 
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Figure 4: The structure of the convolutional neural network built in this experiment which consisting of one input layer, 
five convolutional layers, six pooling layers, two fully-connected layers, and one output layer

Figure 5: Predicted value versus real value about oscilla-
tion amplitude. 

Figure 6: Predicted value versus real value about Synchro-
tron damping time. 

After training the convolutional neural network model 
with 361 sets of training data, our model’s cost function 
quickly converges. After that, we applied the trained model 
to the 121 sets of test data, and obtained the predicted value 
for each set of test data. We show these 121 sets of predic-
tion value and test(real) value in Fig. 5 (oscillation ampli-
tude) and Fig. 6 (Synchrotron damping time). It can be seen 
that the predicted value is in good agreement with the real 
value, wherein the prediction error for the oscillation am-
plitude is about 5 ps, and the prediction error of the Syn-
chrotron damping time is about 0.08 ms. This margin of 
error can be covered by experimental accuracy and is 
within our acceptance. 

The error between the predicted value and the true value 
is analyzed. On the one hand, because the capture time pe-
riod of the injection process is long, there are only hun-
dreds of sets of data in this training, which leads to the 

model not being adequately trained. On the other hand, the 
so-called real value is obtained by a series of processes 
such as look-up table method, and the error introduced by 
this process is large. This will result in inaccurate labels 
value in the training data. 

CONCLUSION 
In this paper, the machine learning image processing 

technology, convolution neural network(CNN), is used to 
process the BPM electrical signal data stored in the form 
of multidimensional matrix. The innovation lies in the pro-
cessing of two-channel two-dimensional matrix data as im-
ages of two primary colors. Here we use the characteristics 
of translation invariance and weight sharing of convolu-
tional neural networks, which solves the problem that the 
refilled bunches appear randomly in 512 bunches and real-
izes high-speed processing of large-scale data. 

It can be seen that through application of machine learn-
ing technology, we have achieved extraction of synchro-
nous damping oscillation parameters directly from the 
BPM raw data. In subsequent experiments, we intend to 
capture more training data to improve prediction accuracy. 
In addition, we know that the BPM signal actually contains 
almost all the information of the bunch, and we need to 
mine the data efficiently. Our future goal is to extract a se-
ries of beam state parameters we need from a multi-dimen-
sional BPM data, such as position, bunch size, and charge. 
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