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Abstract
The new 20 kA, 80 V power supply for the main magnet of the 520 MeV H⁻ Cyclotron at TRIUMF was awarded to OCEM. It has replaced the original system (commissioned in 1976) based on a series pass regulator.

The final acceptance tests have demonstrated the compliance with the project specifications, especially for the high current stability required for the Cyclotron operation. The current stability is ±5 ppm, including current ripple, for a period of more than 8 hours of continuous operation. In addition, the magnetic field can be further stabilized using feedback of a flux loop signal.

OCEM designed the power supply to use the third generation of Function Generator/Controller (FGC3) control electronics from CERN. This was chosen to obtain the high current stability required by TRIUMF. This collaboration was facilitated through a Knowledge Transfer agreement between CERN and OCEM. The power supply commissioning has been performed as a collaboration between OCEM, TRIUMF and CERN.

This paper describes the topology of the power supply, the control electronics, the high-precision current measurement system and the associated software as well as the commissioning results carried out with the magnet.

TECHNICAL SPECS AND TOPOLOGY
The new 20 kA, 80 V power supply for the main-magnet coil of the 520 MeV H⁻ Cyclotron at TRIUMF (referred to as the “power supply” in this paper) features (i) a 12-pulse input stage made by two three-phase transformers phase-shifted by 30 degrees, (ii) a modular power conversion stage and (iii) a freewheeling diode dissipating the energy stored in the magnet [1]. Table 1 lists the main technical features and measured performance parameters.

Figure 1 shows the structure of a single power module, which consists of three IGBTs (Mitsubishi CM600DX) in parallel switching at 10 kHz. Figure 2 presents the overall schematic of the power supply. The modular structure with sixteen power modules allows an interleaved approach giving an overall switching frequency of 160 kHz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC Input</td>
<td>3-phase, 3-wire, 800±40 V AC</td>
</tr>
<tr>
<td>Topology</td>
<td>Modular Buck converter</td>
</tr>
<tr>
<td>Cooling</td>
<td>Air and water cooling</td>
</tr>
<tr>
<td>Equivalent switching</td>
<td>160 kHz</td>
</tr>
<tr>
<td>Current ripple</td>
<td>±2 ppm of 20 kA</td>
</tr>
<tr>
<td>Short-term (5m) stability</td>
<td>≤ ±2 ppm of 20 kA</td>
</tr>
<tr>
<td>Long-term (8h) stability</td>
<td>≤ ±5 ppm of 20 kA</td>
</tr>
<tr>
<td>Power factor</td>
<td>≥ 97%</td>
</tr>
<tr>
<td>Input current THD</td>
<td>5.1% at 18.13 kA</td>
</tr>
<tr>
<td>Max efficiency</td>
<td>92.3%</td>
</tr>
<tr>
<td>Footprint</td>
<td>20.7 x 8.4 feet</td>
</tr>
<tr>
<td>Magnet load</td>
<td>120 mH, 3.9 mΩ</td>
</tr>
</tbody>
</table>

CONTROL ELECTRONICS
The control and acquisition electronics were described in some detail in [1]. They are an evolution of the controls originally developed for power converters in the CERN Large Hadron Collider [2,3]. At TRIUMF, the absolute accuracy requirement is much less demanding than in the LHC, but the stability requirements are similar.

The controls electronics includes a third generation CERN Function Generator/Controller (FGC3) [4] which uses a TMS320C6727 DSP to run the CERN converter control libraries [5,6]. In addition, the controls electronics includes a CERN-designed board with a TMS320C28346 DSP that is responsible for the voltage regulation, output filter damping and IGBT PWM generation. Other cards manage the MCB, the pre-charge circuit, analogue and digital interlocks and the conditioning of analogue signals.

The FGC3’s DSP supports digital regulation of the circuit current, as measured by twin TOPACC-HC (LHC type) 20 kA DCCTs from PM Special Measuring Systems. Achieving the current ripple and 5-minute stability specifications requires low noise on the current measurement and an appropriate choice of filtering and regulation parameters in the software. For the 8-hour stability specification, the temperature coefficient and environmental conditions for the analogue measurement chain are critical.
Current Measurement

The TOPACC-HC DCCTs were selected for their low noise and low temperature coefficient (~1 ppm/°C), however, the temperature coefficient of the FGC3’s ADCs and associated signal conditioning chains is not as good (~2 ppm/°C). To meet the long-term stability specification, the DCCT electronics and FGC3 are housed in a temperature-controlled rack (<±1°C). The FGC3 has four LTC2378-20 ADCs, sampled at 500 ksps. The FPGA in the FGC3 accumulates sets of 50 samples and provides the results to the software, which runs at 10 kHz.

Digital Filtering

During the commissioning, it was found that at 18 kA, the 10 ksps current measurements have 17 mA p-p at 60 Hz and 51 mA p-p at 120Hz (note that 20 mA is 1 ppm). If regulated directly, this is sufficient to jeopardize the current ripple specification. To combat this noise, a single sliding-average FIR filter was activated in the software at 10 kHz, with a length of 167 taps. This provides notches at 59.88 Hz and multiples of this frequency. It completely eliminates the 60 Hz noise and reduces the 120 Hz to an insignificant 0.13 mA p-p, but at a cost of 8.4 ms of latency.

Integration with EPICS at TRIUMF

A Knowledge Transfer project was started at CERN in 2016 to develop the necessary software to allow FGC3-based controls to be easily exploited at other labs. This has resulted in two software components (so far) becoming available for other labs: an FGC Ethernet gateway [7] and an expert web interface called PowerSpy. The gateway can run on any Linux PC with two network interfaces; one for the FGC_Ether fieldbus (FGC protocol over raw Ethernet packets) and the other for the controls LAN (IP protocols). An FGC Ethernet gateway can control up to 64 FGC3s via standard unmanaged Ethernet switches.

The FGC Ethernet gateway implements a simple ASCII protocol through TCP ports that allows applications to set and get values in the FGC3. The controls group at TRIUMF were able to configure the existing EPICS streamDevice component to work with this protocol, without requiring any new software to be written.
FIR filter latency of 8.4 ms is too great, but an extrapolation stage can be activated after the FIR filter. This eliminates the measurement latency at the cost of a modest increase in noise. This approach is used successfully in the LHC and it works very well with the TRIUMF power supply. With a constant reference of 18.5 kA, the regulation error over 20 seconds was measured to be 82 mA p-p (±2 ppm), 11.4 mA rms (0.6 ppm).

**Flux Loop Feedback**

The original power supply used analogue regulation of a current measurement made using a huge water-cooled 20 kA shunt resistor. Unsurprisingly, the short-term current stability was not adequate, so in 1984 a flux loop signal was integrated into the analogue regulator as $\Delta I_{\text{ref}}$ [8].

The specification for the new power supply required the option to exploit this flux loop signal, in case it was found to be needed for the short-term stability. TRIUMF developed a signal conditioning card that fits in the FGC control electronics crate and routes the filtered flux loop signal to the unused fourth ADC channel in the FGC3.

In the software, the measured flux loop value can be scaled to become $\Delta I_{\text{ref}}$ using an adjustable gain parameter. When this gain is set to 5 A/V, it results in a reduction in the variation of the flux loop signal from around ±50 mV to ±4 mV. Figure 4 shows the flux loop voltage before and after the activation of the flux loop feedback.

With a gain of 5 A/V, the ±4 mV fluctuation in the flux loop signal translates into a ±20 mA or ±1 ppm modulation of the current reference.

While it is clear that the software can significantly reduce the variation of the flux loop voltage, it is not clear at the time of writing whether this improves the performance of the cyclotron. This will be the subject of further tests in the coming weeks.

**Efficiency & Total Harmonic Distortion (THD)**

The input 3-phase line was monitored with a Fluke 435 power analyser in order to evaluate the overall efficiency and THD of the voltage and current. The results are shown in Figure 5 for different output current values.

**Magnetic Field Stability**

While the FGC can report that the rms current regulation error is 0.6 ppm, it is not possible to know if the current is really that stable without an independent, trusted current measurement. An alternative validation method at TRIUMF is to measure the magnetic field using the NMR probe installed inside the magnet [9]. This has a resolution of 0.01 G, which is 1.8 ppm of the nominal field. Figure 6 shows (a) the measurement settling over about two days followed by (b) steady-state for two days and (c) steps in the field corresponding to current steps of 100 mA. From this we can see that the short-term stability is better than ±2 ppm and the two-day stability is better than ±4 ppm. With the flux loop signal it was possible to see the effect of steps in current of 10 mA (0.5 ppm), but this was below the resolution of the NMR.
CONCLUSION
The power supply has been successfully verified as (i) fulfilling the electrical specifications, (ii) sustaining endurance thermal tests, (iii) meeting the ripple and (according to the NMR measurements) the short and long-term stability requirements and (iv) integrating successfully within the EPICS controls framework.

Further tests are foreseen to investigate if the regulation of the flux loop measurement improves the beam performance.
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