SIMULATIONS OF THE LHC HIGH LUMINOSITY MONITORS AT BEAM ENERGIES 3.5 TEV TO 7.0 TEV*


Abstract

We have constructed two pairs of fast ionization chambers (BRAN) for measurement and optimization of luminosity at IR1 and IR5 of the LHC. These devices are capable of monitoring the performance of the LHC at low luminosity $10^{28}$ cm$^{-2}$s$^{-1}$ during beam commissioning all the way up to the expected full luminosity of $10^{34}$ cm$^{-2}$s$^{-1}$ at 7.0 TeV. The ionization chambers measure the intensity of hadronic/electromagnetic showers produced by the forward neutral particles of LHC collisions. To predict and improve the understanding of the BRAN performance, we created a detailed FLUKA model of the detector and its surroundings. In this paper, we describe the model and the results of our simulations including the detector’s estimated response to $pp$ collisions at beam energies of 3.5, 5.0, and 7.0 TeV per beam. In addition, these simulations show the sensitivity of the BRAN to the crossing angle of the two LHC beams. It is shown that the BRAN sensitivity to the crossing angle is proportional to the measurement of crossing angle by the LHC beam position monitors.

INTRODUCTION

Figure 1 is a schematic layout of a typical high luminosity Interaction Region (IR). A neutral particle absorber (TAN) protects the beam separation dipole (D2) behind it from forward neutral particles produced in $pp$ collisions [1]. These neutral particles produce (hadronic/electromagnetic) showers inside the TAN with a rate proportional to the $pp$ collision rate. The LHC luminosity detector, BRAN, inside the TAN detects these showers by measuring the ionization in the gas and thus monitors relative changes in the $pp$ collision rate.

Numerical studies of the BRAN in the past focused on estimating the average pulse height per bunch crossing to the maximum 7 TeV beams at full luminosity $10^{34}$ cm$^{-2}$s$^{-1}$. Under these conditions the mean number of $pp$ collisions per bunch crossing is approximately 25, so pulse height rather than counting rate must be used for measurement of that luminosity. However for the 3.5 TeV beams in 2010, the number of $pp$ interactions per bunch crossing did not exceed two, so we were able use a pulse counting mode above a selected threshold to measure luminosity. To prepare for the time when the number of detected $pp$ interactions exceeded one per bunch crossing, we estimated the detector’s performance from the current operating conditions to the maximum. In the following sections, we describe our previous simulations and describe the recent improvements.

IMPROVED MODEL

In a previous publication [2], we showed, using the FLUKA Monte Carlo code [3, 4] that at 3.5 TeV beam energy approximately one in ten $pp$ interactions would give a count in the BRAN while at 7.0 TeV approximately one in three. In addition to this work, we compared [5] these simulations to the actual performance of the detector.
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the Zero Degree Calorimeters (ZDCs) in front of BRANs are not identical in IR1 and IR5. We also note that the ZDCs [6] in front of the BRAN at ATLAS are asymmetric, as there is an extra component in the right side TAN (right is defined as the direction seen by an observer standing inside ring). This leads to a slight change in the measured energy deposition in the BRAN. The CMS TANs [7] have symmetric ZDCs, but they are of a different design than the ATLAS ZDCs.

Figure 3: Energy ratio for the BRAN for two different thickness tungsten blocks at two distances and energies. Each data point is normalized by the one at 0 cm.

Figure 2 shows the detailed FLUKA model of the TAN and its surroundings in IR5. Each CMS ZDC contains multiple layers of tungsten sandwiched between layers of quartz. The material of the ZDC serves as an absorber and places the BRAN near the shower maximum energy deposition. Previously the CMS ZDCs were modeled as a solid block of tungsten, but simulations showed that the energy deposition is sensitive to the detailed geometry in front of the BRAN and thus such a detail is incorporated in the new model. Figure 3 is one such simulation showing the change of the energy deposition when the air gap between the BRAN and a tungsten block is increased. We see that only a few cm gap leads to a 10% reduction of energy deposition, while at 16 cm the reduction becomes significant for the 6.6 cm block. This simulation also implies that the BRAN should be as close as possible to the preceding detector to maximize the signal. The new model predicts an efficiency of about 5% at 3.5 TeV, which is a factor of two less than mentioned in our previous paper.

In addition, we tried to estimate the effect of changing some of the customizable parameters in FLUKA. We discovered that the amount of ionization could be affected at the 10% level by selecting the method for energy deposition in the TAN. Based on this simple test, we will quote this value as the uncertainty in our simulations.

**CROSSING ANGLE**

Using this FLUKA model, we studied the response to the crossing angle of the beam. To do this, we naively displaced the transverse position of the neutrals incident on the TAN surface by the appropriate angle, but neglected the effects on the charged particles.

Figure 4: Expected signal, at 3.5 TeV, for the sum of the top quadrants versus the bottom quadrants for a rate of 20 pp interactions/bunch crossing at a crossing angle of 285 µrad. The color of the box represents the number of counts in a bin with red (upper shade) the most frequent.

The crossing angle is defined in Figure 1 as the sum of the angles each beam makes with the zero degree reference orbits. IR1 has a vertical crossing angle while IR5 has a horizontal. At IR1, it is proportional to the asymmetry between the energy deposition in the BRAN’s top two quadrants $E_{top}$ and bottom two quadrants $E_{bottom}$. We can calculate the asymmetry ratio $E_{cross}$, where:

$$E_{cross} = \frac{E_{bottom} - E_{top}}{E_{bottom} + E_{top}}.$$

Figure 5: The quantity, $E_{cross}$, plotted for 1000 events at four different crossing angles in IR1. The energy of the incident beam is 3.5 TeV.

Figure 4 shows a scatter plot of $E_{top}$ and $E_{bottom}$ for a simulation of 20 events per bunch crossing. In this figure, the energy depositions are converted to voltage pulse height with the conversion factor 1.63 mV/MeV, which has been described in Ref. 2. This figure clearly shows the signal asymmetry in the top quadrants compared to the bottom quadrants.
bottom quadrants and the mean asymmetry could be used as a measurement of crossing angle once calibrated against the beam position monitors.

Figure 5 shows the asymmetry ratio $E_{\text{cross}}$ plotted at four different crossing angles. It is clear from this plot that there is a significant effect over these angles. The events at 0 $\mu$rad have a mean near 0.0 as required, while the events at the nominal crossing angle, 285 $\mu$rad, of the LHC have a value near 0.4.

The results of Figure 5 are summarized in Figure 6. This figure shows that the quantity $E_{\text{cross}}$ increases with both crossing angle and energy. The most significant change is that the asymmetry increases as the energy increases. This behavior is expected since increasing the collision energy makes the distribution of collision products more peaked in the forward direction [8].

Figure 6: Comparison of the mean distribution of the crossing angle at three different energies.

We made measurements of the crossing angle in IR1 during the 2010 run. To do this, we averaged the number of counts above a threshold in the quadrants for about 10 s and calculated $E_{\text{cross}}$, and then compared the result with the LHC’s Beam Position Monitors (BPMs) [9]. Figure 7 shows that there is a direct correlation with the BPM measured half crossing angle and the asymmetry ratio measured by the left BRAN detector. The results in the right BRAN show a smaller correlation, but that could be due to the fact that there was less crossing angle variation for Beam 1. A better way to measure the response of the detector would be to directly vary the crossing angle. More details of the recent measurements taken with the BRAN can be found in Ref. [10].

Figure 7: Correlation with measured LHC half crossing angle with the BRAN measured value at IR1.

CONCLUSIONS

The BRAN luminosity monitors at the LHC have been simulated with the Monte Carlo FLUKA. We have verified and refined our earlier simulations with a more detailed model that shows that the placement of the forward detectors is important for accurate results. With the new model, we have shown that the detector can distinguish a non-zero crossing angle and verified that there is a linear relationship with the LHC measured value.
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