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Abstract
ACE3P is a 3D parallel electromagnetic simulation suite that has been developed at SLAC National Accelerator Laboratory for the past decades. Effectively utilizing supercomputer resources with advanced computational algorithms, ACE3P has become a unique modeling tool for the research and design of particle accelerators. Newly developed capabilities are presented, including the calculation of RF eigenmodes in large-scale accelerator structures using state-of-the-art scalable linear solvers, the enhanced multi-physics solutions for coupled electromagnetic, thermal and mechanical problems, the integration of ACE3P with the beam dynamics code IMPACT, as well as the interface of ACE3P to the particle-material interaction code Fluka for evaluating radiation effects in accelerators.

INTRODUCTION
The ACE3P (Advanced Computational Electromagnetics 3D Parallel) simulation suite has been developed at SLAC for the past decades consisting of modules in frequency and time domains for the research and design of particle accelerators [1]. This massively parallel set of codes is based on the finite-element method so that geometries of complex structures can be represented with high fidelity through conformal grids, and high solution accuracies can be obtained through high-order basis functions. Using high performance computing, ACE3P has provided a unique capability for large-scale simulations for the design, optimization and analysis of accelerating structures and systems. Running on DOE state-of-the-art supercomputers, parallel electromagnetics computation has enabled the design of accelerating cavities to machining tolerances and the analysis of accelerator systems to ensure operational reliability. The modeling effort has supported many of the accelerator projects within the DOE accelerator complex and beyond such as LHC upgrade and PIP-II, CEBAF upgrade, FRIB and e-RHIC, as well as LCLS and LCLS-II at SLAC [2,3].

ACE3P consists of the following modules:
- Omega3P, an electromagnetic eigensolver;
- S3P, a frequency-domain S-parameter solver;
- T3P, a time-domain solver for transients and wakefield computations;
- Track3P, a particle tracking code for multipacting and dark current studies;
- Pic3P, a particle-in-cell code for self-consistent particle and field interactions;
- TEM3P, a multi-physics code for integrated electromagnetic, thermal and mechanical effects.

Recent advances in the development and application of ACE3P include
- State-of-the-art hybrid linear solver [7] implementation in Omega3P for fast electromagnetic eigenmodes analysis;
- Accurate determination of temperature distribution for realistic 3D accelerator components using the thermal solver in TEM3P [8];
- Development of an eigensolver in TEM3P to determine mechanical modes of a superconducting (SRF) cavity facilitating the investigation of microphonics [9];
- Development of a harmonic response solver in TEM3P to calculate damped and undamped mechanical responses of an SRF cavity to external harmonic excitations [10];
- Development of an electro-mechanical analysis tool to decompose structural displacements into those of the mechanical modes of an SRF cavity required for...
the design of feedback control loop ensuring operational reliability of particle accelerator;
- Integration of the ACE3P suite with the beam dynamics code IMPACT-T [11] for realistic calculations of beam emittance in accelerators;
- Interface of ACE3P to the particle-material interaction code Fluka [12] for evaluating radiation effects.

The corresponding simulation results are presented in the following sections in details.

IMPLEMENTATION OF HYBRID LINEAR SOLVER IN ACE3P

In collaboration with Lawrence Berkeley National Laboratory, the parallel domain decomposition Schur complement based linear solver (PDSLin) [7] was implemented in ACE3P’s eigensolver Omega3P and applied to calculate higher-order modes (HOMs) in the Project X (and later PIPI-II) 650 MHz cryomodule [13]. Compared with direct solvers, the hybrid linear solver PDSLin uses less memory per core per run, and hence can utilize most of the resources in a NERSC compute node. The monopole HOMs above the beampipe cutoff calculated using PDSLin in Omega3P are shown in Fig. 2. It took about 3 minutes to calculate each mode using 300 cores in 25 nodes and a total of 1.1 TB of memory on NERSC Edison supercomputer.

In comparison, a similar calculation, performed several years ago, took about 1 hour per mode on NERSC Seaborg system using the direct solver MUMPS [14]. On average, the memory usage per process for PDSLin is five times less than MUMPS, allowing the solution of large problem sizes that cannot be handled by direct solvers.

THERMAL CALCULATIONS FOR LCLS-II COUPLER

The LCLS-II project [15] at SLAC National Accelerator Laboratory adopts the TTF3 coaxial fundamental power coupler (FPC) with modest modifications to make it suitable for continuous-wave operation. The coupler consists of a cold and a warm sections made of different types of materials with a thin copper coating at the warm side. The fully 3D geometry of the coupler is simulated using TEM3P to determine the temperature distribution along the feedthrough of the coupler [8].

First, electromagnetic fields are calculated in the FPC vacuum and ceramic regions using S3P. Then, the corresponding power losses on the metal walls as well as in the ceramic window are used as the heat load input for TEM3P thermal simulation. The RF and thermal models share a common geometrical interface, so that the heat flux information can be easily converted into the proper boundary condition, see Fig. 3.

The temperature distribution shown in Fig. 4 is obtained using 6 kW power for the standing wave on resonance. The maximum temperature is found at the bellows near the central region of the coupler (red zone in Fig. 4) and agrees well with the value from high power tests at Fermilab [16], as shown in Fig. 5.

Fully 3D analysis is essential here as the 2D COMSOL desktop simulations (green and blue curves in Fig. 5) have both discrepancies compared to the measured data and significantly underestimated the maximum temperature.
The simulation has been made feasible by the availability of shell elements in TEM3P, which enables the modeling of the thin copper coating on the conductor wall without the use of extremely small elements. In addition, 3D parallel computation through the use of multiple processors allows for high-resolution simulation by taking advantage of large memory resources and speedup.

**ELECTRO-MECHANICAL SIMULATIONS FOR SRF CAVITY**

RF fields in superconducting accelerating structures exert pressure upon all the surfaces exposed to electromagnetic radiation. Unless carefully studied and controlled, it may significantly affect the operational reliability of a particle accelerator. To mitigate this adverse effect (Lorentz force detuning) a corresponding feedback loop must be developed to tune the cavity during the operation.

Equation (1) describes how the cavity RF frequency is affected by a particular mechanical mode excited by the changes in field amplitude and/or external noise sources [17].

\[
\Delta \omega_{\mu} + \frac{2}{\tau_{\mu}} \Delta \omega_{\mu} + \Omega_{\mu}^2 \Delta \omega_{\mu} = - k_{\mu} \Omega_{\mu}^2 V(t)^2 + n(t). \tag{1}
\]

where \( \Delta \omega_{\mu} \) is an RF circular frequency shift due to a \( \mu \)-th mechanical mode, \( \tau_{\mu} \) is the mode decay time, \( \Omega_{\mu} \) is the mechanical eigenfrequency, \( k_{\mu} \) is the coupling coefficient between the RF field and mechanical mode \( \mu \), \( V(t) \) is the accelerating voltage and \( n(t) \) is a driving term due to external vibrations or microphonics.

**Mechanical Eigenmode Calculations**

To determine the mechanical eigenmodes of the LCLS-II SRF TESLA cavity, an eigensolver has been developed in TEM3P [9]. In Fig. 6 the simulation model for the TEM3P mechanical calculation is shown for the TESLA cavity positioned in a helium tank.

A fully 3D eigenmode calculation involving multiple materials was performed to determine dressed cavity eigenfrequencies. Table 1 shows that they are in good agreement with the dominating modes determined in measurements [18-19].

**Table 1: Eigen Frequencies of the Dressed TESLA Cavity**

<table>
<thead>
<tr>
<th>ACE3P</th>
<th>Measurement</th>
<th>Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>233</td>
<td>235</td>
<td>0.65</td>
</tr>
<tr>
<td>176</td>
<td>168</td>
<td>0.1</td>
</tr>
<tr>
<td>473</td>
<td>471</td>
<td>0.09</td>
</tr>
</tbody>
</table>

**Electro-Mechanical Simulations**

The determination of Lorentz force detuning requires a coupled electro-mechanical calculation, where the electromagnetic field is first calculated using Omega3P in the vacuum region of the cavity and then the Lorentz force on the cavity surface serves as the boundary condition for TEM3P to determine deformations of the cavity wall. For simplicity and demonstration purposes we consider a model of the undressed SRF cavity in the following calculations.

Figure 7 shows the Lorentz force displacement for the TESLA structure using an accelerating gradient of 16 MV/m, with a free and a fixed boundary condition imposed on the left and the right ends of the cavity, respectively. The displacement is largest at the free end and falls off gradually towards the fixed end.

Using TEM3P’s mechanical eigensolver, the first three eigenmodes for the quarter model subject to the same boundary constraints are shown in Fig. 8. Because of the boundary conditions imposed on the symmetry planes, only longitudinal modes are modeled.

The coupling of Lorentz force displacement to individual mechanical modes is computed by a modal decomposition. In this regard, the displacement shown in Fig. 7 is expressed as a linear combination of a complete set of displacements from the orthogonal modes, three of those are shown in Fig. 8:
where $q_{\mu}$ is the coupling coefficient of the $\mu$-th mechanical mode, from which one can determine the contribution to the frequency shift by this mode if it is excited.

Assuming a specific accelerating voltage $V$, the Lorentz force coefficient $k_{\mu}$ for the $\mu$-th mechanical mode is calculated as

$$k_{\mu} = \frac{\Delta f_{\text{RF}}}{V^2}.$$ 

Table 2: Lorentz Force Coefficients for the Ten Lowest Mechanical Modes of the LCLS-II SRF Cavity

<table>
<thead>
<tr>
<th>Mode</th>
<th>$\Omega$ [Hz]</th>
<th>$q$</th>
<th>$\Delta f_{\text{RF}}$ [Hz]</th>
<th>$k$ [Hz/MV$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99</td>
<td>-4.8E-06</td>
<td>-930</td>
<td>-2.21</td>
</tr>
<tr>
<td>2</td>
<td>297</td>
<td>7.51E-07</td>
<td>-145</td>
<td>-0.34</td>
</tr>
<tr>
<td>3</td>
<td>497</td>
<td>3.38E-07</td>
<td>-43</td>
<td>-0.1</td>
</tr>
<tr>
<td>4</td>
<td>695</td>
<td>2.59E-07</td>
<td>-36</td>
<td>-0.09</td>
</tr>
<tr>
<td>5</td>
<td>890</td>
<td>1.91E-07</td>
<td>-15</td>
<td>-0.04</td>
</tr>
<tr>
<td>6</td>
<td>1075</td>
<td>1.68E-07</td>
<td>-18</td>
<td>-0.04</td>
</tr>
<tr>
<td>7</td>
<td>1246</td>
<td>1.37E-07</td>
<td>-6</td>
<td>-0.01</td>
</tr>
<tr>
<td>8</td>
<td>1393</td>
<td>1.22E-07</td>
<td>-10</td>
<td>-0.02</td>
</tr>
<tr>
<td>9</td>
<td>1493</td>
<td>6.03E-08</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1585</td>
<td>2.65E-07</td>
<td>-33</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>-1236</td>
<td>-2.93</td>
</tr>
<tr>
<td></td>
<td>Static LF</td>
<td></td>
<td>-1192</td>
<td>-2.83</td>
</tr>
</tbody>
</table>

Figure 8: Mechanical modes of the TESLA cavity with frequencies 96 Hz, 296 Hz and 496 Hz (from top to bottom).

The beam emittances in the transverse directions calculated by the integrated simulation as a function of the longitudinal position for the FACET-II injector, which includes an RF gun, an S-band accelerating structure and a solenoid between them, are shown in Fig. 9. The electromagnetic fields of the accelerating modes of the RF gun and the accelerating structure to produce the respective 3D field maps are calculated using Omega3P and then read into IMPACT-T for particle tracking of a low energy beam using the field maps for the full length of the injector. This integrated simulation at the system scale has been performed using the NERSC supercomputers.

### INTERFACE OF ACE3P TO RADIATION CALCULATION

Accelerator cavities operating at high gradients are subject to damage from high-energy electrons hitting the surface of the cavity wall. These electrons are believed to originate from certain locations of the cavity surface due to field emission, and then accelerated under the RF field before impacting the cavity wall. Interacting with the certain materials, they produce electromagnetic radiation that can affect the performance of the accelerator. For instance, during the commissioning of cryomodule at Jefferson Lab, strong radiation dosages along the cryomodules were observed during the processing period, regardless of the presence of the beam [21].
ACE3P provides simulation modules that model the 3D electromagnetic fields in an accelerator cavity (Omega3P, S3P and T3P), generate the initial field emission electrons and track the electrons in the vacuum region of the cavity (Track3P). When the electrons hit the surface of the cavity wall, their phase space information are transferred to the particle-material interaction code Fluka [12] for radiation calculation.

Figure 10 shows the calculation of the radiation dose for the LCLS-II cryomodule. Track3P is used to simulate dark current in a LCLS-II cavity, and an interface has been developed to transfer particle data on the cavity surface from Track3P to Fluka to calculate radiation produced by the interaction of the electrons with the wall materials [22].

CONCLUSIONS

Under SLAC and DOE SciDAC [23] program support, new modeling capabilities have been developed in ACE3P in recent years and successfully benchmarked against measurements. Through high performance computing, simulation using ACE3P has enabled the solution of challenging computational problems for a wide range of applications in accelerator projects, accelerator science and development. With ongoing development and enhancement of its multi-physics capabilities including integration with other accelerator codes and implementation of state-of-the-art scalable numerical algorithms, ACE3P can be used to facilitate optimized accelerator design and reliable machine operation, thus reducing costs and saving time.
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